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1. Introduction 

The Hydrometeorology Testbed at the Weather Prediction Center (HMT-WPC) has run 

the Flash Flood and Intense Rainfall (FFaIR) experiment annually since 2012. The experiment 

brings together researchers and forecasters from across the meteorological community to work 

towards the common goal to enhance forecasting skill related to flash flooding and intense 

rainfall events. FFaIR also serves as an important step in the Research to Operations (R2O) 

process by evaluating a variety of new models and products in a semi-operational environment.  

The 2019 FFaIR experiment focused on forecasting flooding and intense rainfall across 

the continental United States (CONUS) in the Day 1 time period. The experiment was designed 

to mimic operations on the Day 1 Quantitative Precipitation Forecast (QPF) and MetWatch 

Desks at WPC. Two of the products that are issued from the desks are: the Excessive Rainfall 

Outlook (ERO) at Day 1 QPF and the Mesoscale Precipitation Discussion (MPD) at MetWatch. 

The ERO is a probabilistic product that is issued for the CONUS, highlighting regions where 

rainfall may exceed flash flood guidance (FFG) within 40 km of a point. The Day 1 ERO is valid 

from 1200 UTC to 1200 UTC but may be updated as the forecaster sees fit. A MPD’s purpose is 

to highlight areas where there is concern for heavy rainfall and resulting flash flooding over the 

next six hours or less. The MPD is a short-term, event driven, guidance product that is typically 

issued over a limited domain and not CONUS wide.  

To help identify the usefulness of various experimental model guidance and tools in the 

Day 1 time period the HMT team partnered with National Weather Service (NWS) 

meteorologists, hydrologists, and the development and research communities to mimic 

operations at WPC. Participants were tasked with producing four experimental forecasts each 

day comprising one ERO and three MPD-like products. These were created and issued almost 

exclusively off of the analysis of the experimental data that was evaluated during FFaIR. During 

this process, the participants were encouraged to have lively discussions about not only where 

the threat of intense rainfall and flooding would occur but also about the experimental tools 

they were utilizing.  

2.  Science and Operation Goals 

The focus of the 2019 FFaIR experiment was to evaluate the usefulness of operational 

and experimental products from high resolution deterministic and ensemble models to increase 

forecast skill during the meteorological Day 1 timeframe. The majority of the guidance analyzed 

was experimental with some operational guidance mixed in; this is further discussed below in 

Section 3.  In addition to high-resolution guidance, the participants also used experimental 

machine learning forecast products and experimental satellite products. 

3 



  

 A secondary component of the experiment included the analysis of the performance of 

convective allowing models (CAMs) that use the finite volume cubed-sphere dynamic core, 

referred to as the FV3 core. This core was introduced operationally in June 2019 when GFSv15 

was released; also referred to as FV3-GFS or GFS-FV3. The experimental version of the GFSv15 

was evaluated in the 2018 FFaIR. A goal of the NWS is to have all meteorological models within 

the NWS use this core, which led to an increase in the number of high-resolution CAM models 

utilizing the new FV3 core when compared to last year’s experiment. 

Another objective of the experiment included evaluating forecaster understanding and 

their use of probabilistic and ensemble tools. Additionally the HMT team wanted the 

participants to see what it is like to work at a NWS national center, specifically focused on the 

Day 1 QPF and MetWatch Desks at WPC. This was done not only by having them issue 

experimental products similar to those issued by WPC forecasters, but also by including WPC 

forecasters in the experiment, and having them “drive” the forecast process; see Fig 1. The 

WPC forecaster also answered any questions the participants had about working at WPC and 

the methods they used to determine whether or not an event warranted an ERO or MPD.  

In summary, the specific experiment goals for 2019 FFaIR were to: 

● Evaluate the usefulness of operational and experimental products from high 

resolution convective-allowing deterministic and ensemble models for 

forecasting near-term flash flood events. 

● Assess the forecasters’ understanding of ensemble tools such as probability 

matched mean (PMM) and local probability matched mean (LPMM) and identify 

their usefulness in the forecast process. 

● Identify ways to incorporate hydrological model guidance into the decision 

making process for flash flooding guidance issuance. 

● Evaluate, subjectively and objectively,  the ability of the CSU-MLP “First Guess 

Field” to predict the Marginal, Slight, Moderate, and High Risks for the Day 1 

ERO. 

● Identify ways to incorporate advanced remote-sensing and difference fields into 

the flash flood forecasting process. 

● Evaluate, subjectively and objectively, the utility of the FV3-Stand-Alone Regional 

(SAR) in comparison to the nested version of the FV3-GFS (FV3-Nest), specifically 

at later forecast times, to determine if the FV3-SAR is a viable alternative to the 

FV3-Nest. 
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Figure 1: ​Example of FFaIR participants working with WPC forecaster Josh Weiss (circled in green) to 

analyze the day’s areas of interest for flash flooding and intense rainfall. Taken on 25 June 2019. 

3. Experiment Methodology and Data 

The FFaIR experiment was held for four weeks beginning June 17, 2019 in the WPC-OPC 

Collaboration Room at the NOAA Center for Weather and Climate Prediction (NCWCP). The four 

weeks of the experiment were: 

Week 1 : June 17-21, 2019 

Week 2 : June 24-28, 2019 

Week 3 : July 8-12, 2019 

Week 4 : July 15-19, 2019 

Each week featured a new group of participants and a new WPC forecaster. The list of 

participants and WPC forecasters for each week can be found in Appendix A in Table A1. The 

number of participants varied week to week. The products and tools evaluated in FFaIR are 

listed below in Table 1.  
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Table 1:​ Summary of the operational/experimental model and ensemble guidance, experimental 

products, and experimental forecasts issued that were subjectively evaluated by the science questions 

posed by the testbed staff, along with the number of collected scores provided by the participants in 

parentheses.  

FFaIR Products evaluated and the number of scores for each Model/Cycle/Parameter 
evaluated in parenthesis  

PRODUCT 
EVALUATED Day 1 QPF 

Ensemble 
6h PMM 

QPF 

Ensemble 
6h LPMM 

QPF 

CIRA/
CSU 
TPW 

CSU 
Day 1 
First 

Guess 
ERO 

FFaIR 
Forecasts 

 

FV3-SAR 
(131) 

HRRRE 00Z 
(159) 

HREFv3 
(194) 

BTPW  
(82) 

GEFS 
(178) 

Day 1 ERO 
(167) 

FV3-Nest 
(126) 

HRRRE 12Z 
(147) 

HRRRE 
(159) 

Merged 
TPW 

version 1 
(82) 

NSSL 
(155) 

PFF1 
(168) 

HRRRv4 
(129) 

HREFv3 
(194) 

NCAR 
(80)*   PFF2 

(168) 

HRRRv3 
(189) 

NCAR 00Z 
(78)* 

SSEFX 
(170)   PFF3 

(141) 

NAM-Nest 
(178) 

NCAR 12Z 
(48)*     

FV3-GSD-SAR 
(93)* 

SSEFX 
(170)     

SSEF-NSSL 
(191)      

SSEF-Morr 
(191)      

SSEF-Thomp 
(138)      

*Counts significantly lower due to data outages. 
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Forecast Activities 

The participants were required to issue three experimental forecasts, with an option to 

issue a fourth if they felt the situation was warranted. The experimental products were all 

probabilistic products assessing the potential for flash flooding within 40 km of a point, over 

several different time periods. Table 2 lists the various forecast products issued along with 

information about them. In the morning, an ERO was issued for the CONUS and was valid from 

1500 UTC to 1200 UTC, with probabilistic contours of 5% (Marginal), 10% (Slight), 20% 

(Moderate), and 50% (High).  An example of an experimental ERO is shown in Fig. 2A. In the 

afternoon, the shorter term Probability of Flash Flooding (PFF) forecasts were issued.  The PFF1 

and PFF2 were valid for six hours from 1800 UTC to 0000 UTC and 0000 UTC to 0600 UTC, 

respectively.  The PFF3 served as either an update to the PFF1 using new, experimental 

information that became available later in the afternoon, or could be issued over a new 

location. The PFF3 was valid for three hours from 2100 UTC to 0000 UTC.  Each PFF had 

probabilistic contours of 10% (Slight), 20% (Moderate), and 50% (High) and were meant to be 

similar to the WPC MPD by using similar guidance over a limited domain. An example of an 

experimental PFF can be seen in Fig. 2B. 

 

Figure 2:​ (A) Example of an experimental ERO issued by Week 1 FFaIR participants valid 1500 UTC 21 

June 2019 to 1200 UTC 22 June 2019. (B) Example of an experimental PFF2 issued by Week 2 FFaIR 

participants valid 0000 UTC to 0600 UTC 28 June 2019.  
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Table 2:​ Summary of the experimental products that the participants issued daily throughout the 2019 

FFaIR experiment.  

 

Each morning would begin with the WPC forecaster reviewing what occurred over the 

past 24 h. This included looking at the 24 h radar loop and local storm reports (LSRs). This was 

nearly always accompanied with a group discussion assessing the experimental forecasts from 

the previous day. After the discussion, the WPC forecaster would go over the current 

meteorological conditions with the participants. This included examining current radar and 

satellite, as well as upper air soundings and surface observations. The participants, along with 

the WPC forecaster, would then begin the basic heavy rainfall forecasting process such as: 

looking at the synoptic setup, low/mid-level moisture, fields, moisture transport and 

convergence, precipitable water (PWAT) values and anomalies, and various instability fields. 

After analyzing this model information, the group would have a basic idea of where the 

“problem” areas for the day would be across the CONUS.  

The group would then look at the experimental quantitative precipitation forecast (QPF) 

guidance from the deterministic and ensemble models. This guidance included hourly to 24 

hour deterministic QPF, simulated radar, probability of QPF exceeding various thresholds over 

varying time periods (i.e. exceeding 2 inches in 3 h), and QPF exceeding flash flood guidance 

(FFG). Along with model guidance they would also use the experimental satellite products 

provided by the Cooperative Institute for Research in the Atmosphere (CIRA) at Colorado State 

University (CSU), mostly using their Merged Total Precipitable Water version 1 product, as well 

as their Advected Layer Precipitable Water (ALPW) product.  The participants would also 
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examine the experimental Machine Learning CSU Day 1 ERO “First Guess” products to help 

them get an idea of where the risk for flash flooding across the CONUS might be.   Once the 

participants felt they had a general idea of what the Day 1 ERO should look like, each drew their 

own ERO on a blank map. Once collected, the WPC forecaster would attempt to combine them 

and create an experimental ERO.  The final result was discussed and a general consensus was 

reached before the forecast was issued by 1430 UTC.  

A similar process was repeated for each of the PFFs, with the addition of determining 

which area of interest had the greatest risk of flooding in the six or three hour time period. 

Determining where in the smaller time frame the greatest threat for flash flooding would occur 

across the CONUS often proved to be a greater challenge than issuing the ERO. There were 

many instances, especially during the first half of the experiment,  when there were multiple 

regions of interest during the time period a PFF would be valid (see Table 2 for the valid times 

for each PFF). However, the group would work together to determine where, based on 

meteorological and antecedent conditions, flash flooding was most likely to be reported. Once 

the location of interest for the PFF was determined the participants would again use the 

experimental guidance to draw out the risk areas or decide not to issue the PFF. Note, marginal 

risks were not included as part of the PFF, so a slight risk was the lowest risk category they 

could issue.  

Daily Weather Briefing  

Each day of the experiment consisted of a remote weather briefing centered around the 

FFaIR experimental ERO and PFF1. The experimental partners of FFaIR and forecasters from 

NWS Weather Forecast Offices (WFOs) and River Forecast Centers (RFCs) were encouraged to 

call in. The goals of the briefings were to feature the experimental guidance and tools that were 

being utilized in the 2019 FFaIR experiment as well as to highlight the regions of interest for 

flash flooding for the day. The briefing would be given by a volunteer FFaIR participant  and 1

would last 20-30 minutes; a list of the briefing presenters and those who called in can be found 

in Appendix A in Table A2. The briefing would conclude by opening the floor up for discussion 

and questions for the people who called in. Discussion would range from questions about the 

experimental products shown, weather that was ongoing, and how active the year has been for 

flooding along the Mississippi River and its basins.  Lastly, since the HMT-Hydro experiment was 

running concurrently three of the four weeks of FFaIR, there was often collaboration during the 

open floor portion of the briefing with the HMT-Hydro experiment on where they should focus 

their efforts for the day. The Final Report for the HMT-Hydro experiment can be found ​here​.  

1 Each Monday of the experiment the WPC Forecaster of the week would be in charge of doing the weather 
briefing.  
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Verification 

In addition to using the experimental guidance and tools provided by FFaIR partners to 

issue forecasts, the products were also verified subjectively and objectively throughout the 

course of the experiment. There were a variety of verification methods used, ranging from 

general verbal feedback to metrics such as the critical success index (CSI). The various methods 

will be discussed in the following sections. 

Subjective Verification Methodology 

The subjective verification done in the 2019 FFaIR experiment centered around fourteen 

science questions that were developed by the testbed staff in collaboration with this year’s 

science partners. The majority of these questions asked the participants to evaluate the utility, 

quality, or performance of the guidance, tools, or forecasts on a scale from 0.5 (very poor) to 10 

(very good). Participants were also asked to provide verbal feedback about what they 

liked/disliked about the guidance, tool, or forecast so the testbed team could provide additional 

information about the usefulness of the product to the developers. If the questions involved 

evaluating a model or ensemble product, the model/ensemble name was removed from the 

question to mitigate any biases the participants might have.  

A few of the science questions were comparison questions, asking the participants to 

compare the utility of two products or tools against each other. Using a numerical ranking 

system, the participants were asked if they preferred one product/tool over the other or if they 

felt the utility of each was about the same. If they thought both were about the same they 

were instructed to score 5 for the question, but if they felt one was better they were instructed 

to adjust their score up or down from 5 towards either 1 if they preferred product/tool A or 

towards 10 if they preferred product/tool B. A score of 1 or 10 meant the participant 

completely preferred one product over the other, while anything in between those two scores 

and a 5 meant there was utility in both products/tools but one of the two was preferred; refer 

to Fig. 3 to see how the scale worked. For example, if both models had a good footprint of the 

QPF when compared to observations but Model A QPF had amounts closer to reality a score 

might be 3.5. 

 

Figure 3:​ Diagram depicting the rating scale for the science questions that asked participants to compare 

two products/tools against one another. 
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Table 1 lists the guidance, tools, and forecasts that were evaluated throughout the 2019 

FFaIR experiment by these fourteen science questions. It also includes the number of scores 

each received throughout the course of the experiment. The number of scores varied based on 

model availability and the number of daily participants providing scores. As can be seen from 

Table 1 there was a large variance in the number of scores between some of the model 

products. Specifically when looking at the number of scores for various ensemble products, the 

National Center for Atmospheric Research (NCAR) Ensemble had significantly fewer scores than 

the rest of the ensembles. This was the result of maintenance on the NCAR Supercomputer, 

which precluded running of the experimental guidance for much of the experiment. Therefore, 

although it is included in Table 1 and there is a description of the ensemble in the 2019 FFaIR 

Operations Plan, the testbed team feels there was not enough data to provide a valid analysis 

of the ensemble and thus one will not be provided in this report.  

Model and ensemble QPF were verified against Multi-Radar, Multi-Sensor Gauge 

Corrected (MRMS-GC) Quantitative Precipitation Estimates (QPE) over the forecast period that 

was being evaluated. In general, model QPF was verified over a 24 h period from 1200 UTC to 

1200 UTC across the CONUS. Ensemble products were verified over six hour periods from 1800 

UTC to 0000 UTC. The ensemble verification was also regional instead of CONUS wide and was 

usually centered around the location of the PFF1 for the day being verified. Figure 4 provides an 

example of what the participants would be shown to verify model and ensemble QPF each day. 

Verification for the CSU First Guess fields, the experimental FFaIR ERO, and PFFs issued 

by the participants was done using a method developed by the HMT testbed team in 2017 

called the Unified Flood Verification (UFV) system. The system uses a combination of 1/3/6 

hour QPE exceeding flash flood guidance (FFG), 1/6/24 hour QPE exceeding the five year 

average recurrence interval (ARI), and flash flood/flood NWS Local Storm Reports (LSRs) and 

U.S. Geological Survey (USGS) gauge reports. A 40 km radius is then applied to each LSR and 

USGS gauge report and where QPE exceeds either FFG or the 5 year ARI a 25 km radius was 

applied; these are considered hits. The hits are then combined and plotted on one map along 

with the probability contours of the product being verified. An example of this method can be 

seen in Fig. 5A.  

In addition to UFV and MRMS-GC QPE, a tool referred to as the “practically perfect 

technique” was used to help the participants subjectively evaluate the experimental products. 

Practically perfect is an analysis technique used to measure the “goodness” of a probabilistic 

forecast. It is configured using Stage IV precipitation data exceeding ARI and FFG along with 

LSRs and USGS observations. When any of the criteria is met during the specified time period, it 

is considered a hit. A neighborhood probabilistic forecast is then created from the hits, and a 

varying radius of influence is applied. A radius of influence of 40 km is applied to LSRs and USGS 

observation hits while a 25 km radius of influence is applied to instances of QPE data exceeding 

11 



  

FFG or ARI.​  ​The binomial field (1 = hit, 0 = no event) is then smoothed using a 105 km Gaussian 

smoother to create a proxy “probabilistic observation” known as practically perfect. Numerous 

sensitivity runs of the practically perfect technique were conducted to ensure that the resulting 

“probabilistic observation” compared well to the operational ERO. 

 

Figure 4:​ Across the top is an example of the verification image shown to the participants for Model QPF 

valid from 1200 UTC 08 July 2019 to 1200 UTC 09 July 2019; where (A) is the 24 h MRMS-GC QPF and the 

(B) is the 24 h QPF forecast from Model C (HRRRv4). Across the bottom is an example of the verification 

image shown to the participants for Ensemble Probability Matched Mean QPF valid from 1800 UTC 08 

July 2019  to 0000 UTC 09 July 2019; where (C) is the 6 h MRMS-GC QPE and the (D) is the 6 h forecasted 

Probability Matched Mean QPF from Ensemble C (HREFv3). 
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Figure 5C provides an example of a 21 h practically perfect forecast . The product is 2

designed to mimic an ERO and thus the contours are the same as the probabilities contoured 

for EROs, though the color table differs.​ ​For example, referring to Fig. 5 valid from 1500 UTC 21 

June to 1200 UTC 22 June 2019, it can be seen that the experimental FFaIR ERO included a high 

risk of flooding across northeastern MO and a moderate risk from northwestern IA to extreme 

northwestern TN. However, the practically perfect analysis suggests that the flooding risk was 

greatly over-forecasted, especially over IA and MO. Based on observations, only a marginal risk 

should have been issued where the high risk was issued.  Additionally, practically perfect 

indicates that the highest risk over portions of the midwest should have been a slight.  

 ​Figure 5  is also an example of how verification information for the EROs evaluated in 

the experiment were presented to the participants. Using the information from the three 

different forms of verification, the participants then scored the CSU First Guess fields, the 

experimental FFaIR forecasts and the PFFs. The image always had the following setup: top left 

had the experimental forecast along with the UFV plot, top right had the QPE, bottom left had 

the practically perfect analysis, and the bottom right was empty. 

Finally, as previously stated, during the scoring portion of the verification the testbed 

team encouraged the participants to provide feedback about the guidance and tools. The 

feedback was in the form of an open discussion while numerical ratings were being given on the 

product or tool. There were also a couple of science questions that did not require any 

numerical scoring and only asked for comments and discussion. This type of “verification” was 

included in the experiment for a variety of reasons. In one instance, direct feedback from 

forecasters about a product was requested by the developer. It has also been found by 

developers that knowing what specifically (i.e. color, contour values, etc) the end users like or 

dislike about a product is just as useful as knowing if the participants felt the product 

performed well. This is because, in general, it has been found (2018 FFaIR Final Report) that 

even if a product performs well, if the forecasters don’t like the way it looks or can’t easily 

access it they likely will not use the product.  

 

2 When using the practically perfect for verification of the CSU EROs and the operational ERO from WPC, the 
verification window spans 24 hours while the products span 21 hours. 
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Figure 5:​ Example of the image setup for the subjective verification for the CSU First Guess fields and the 

experimental EROs and PFFs issued by the FFaIR participants.  This example is the Day 1 ERO valid 1500 

UTC 21 June 2019 to 1200 UTC 22 June 2019 . (A) The Unified Flood Verification system where green dots 3

are QPE > FFG, purple dots are QPE > ARI, and flash flood LSRs, flood LSRs, and USGS gauge reports and 

plotted in red. Overlaid are the probability ERO contours. (B) 21 hour MRMS-GC QPE. (C) practically 

perfect analysis valid for the same time period. 

 

Objective Verification Methodology 

In addition to subjective verification, the Method for Object-Based Diagnostic Evaluation 

(MODE), part of the Model Evaluation Tools (MET) package, was used to compare various 

forecasted QPF thresholds from several models to MRMS-GC QPE (see Appendix D for WPC 

MODE settings). MODE outputs various statistics comparing the forecasted objects (model QPF) 

to the observed objects (MRMS-GC QPE) including centroid distance, angle, and intersection 

area.  An example of the MODE verification used in the 2019 FFaIR experiment can be seen in 

Fig. 6. MODE works by identifying objects and grouping them into events which are usually 

geographically separated. The spatial extent of the forecasted event can then be compared to 

the spatial extent of the observations and plotted as shown in Fig. 6.  This example evaluates 

the 36 h forecast from “Model A” (FV3-SAR) of 24 h QPF at the 0.5 inch threshold valid at 1200 

UTC on June 21, 2019. Referring to Fig. 6 it can be seen that there were five events identified; 

3 This is the same date as the example ERO shown in Fig. 2A. 
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the contour lines are the regions were “Model A” forecasted 24 h QPF to exceed 0.5 inches 

while the shaded regions are where QPE actually exceeded this threshold. In this instance, 

MODE suggests that “Model A” did well in forecasting for the Cluster ID: CF001_C0001 (dark 

green) with 18421 points forecasted within the event area and 18114 points observed within 

the event area. However, Cluster ID: CF005_C0005 (brown) the model did not do as well. For 

this event, “Model A” forecasted 8343 exceedance points but 13166 were observed.  

 

Figure 6:  ​MODE analysis for the 36 hour “Model A” (FV3-SAR) forecast for 24 hour QPF at the 0.5 inch 

threshold valid from 12 UTC June 20 to 12 UTC June 21, 2019. Each color represents a different object (or 

event) while the contour lines represent “Model A” QPF exceeding 0.5 inches and the shaded areas 

represent the observed QPE exceeding 0.5 inches. 
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MODE also computes the Gilbert Skill Score (GSS) and CSI, commonly referred to as 

Equitable Threat Score and Threat score respectively, over the CONUS domain for several 

models. Calculations were done by re-gridding all model QPF, along with the QPE, to a common 

5 km grid with a CONUS mask applied.  Finally, the overall performance of select models were 

tracked on a daily basis as well as cumulatively throughout the entire experiment using 

Roebber Performance Diagrams (Roebber, 2009); pictured in Fig. 7.  A Roebber Performance 

Diagram provides a way to visualize a number of measures of forecast quality including 

probability of detection, false alarm ratio, contingency bias, and CSI in a single diagram.  Less 

biased forecasts will lie closer to the diagonal line from the bottom left corner to the top right 

corner. Forecasts with higher threat scores will fall toward the upper right of the graph. 

Therefore, a perfect forecast, i.e. the most accurate and the least bias, would be located in the 

top right corner of the diagram. 

 
Figure 7. ​ Example of a Roebber Performance Diagram.  Y-axis is the probability of detection, x-axis 

shows the success ratio (1 - false alarm ratio), dashed diagonal lines represent the bias, and curved solid 
lines represent CSI. 
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Featured Guidance and Tools 
 

There was a multitude of data that was evaluated in this year’s FFaIR experiment, and 

although the majority were from experimental models and ensembles, there were some 

operational models and ensembles that were also evaluated.   For instance, in this year’s 

experiment, two versions of the deterministic high resolution rapid refresh model (HRRR) were 

evaluated, HRRRv3 (which is operational) and HRRRv4 (which is experimental). Additionally, this 

year’s FFaIR experiment included the evaluation of numerous experimental deterministic and 

ensemble model guidance that utilized the FV3 core. For instance, the Environmental Modeling 

Center (EMC) provided deterministic runs of their CAMs that use the FV3 core; the FV3-Nest 

and the FV3 stand-alone regional model. Likewise, the University of Oklahoma’s Center for 

Analysis and Prediction of Storms (CAPS) research team provided their CAM ensemble, the 

storm-scale ensemble forecast (SSEF), which is comprised of 14 members, all with the FV3 core. 

To further assess the performance of the FV3 core in CAMs three members of the SSEF were 

treated as deterministic runs and analyzed individually as well. A detailed list of the models, 

ensembles, tools, and guidance that were highlighted during the 2019 FFaIR experiment can be 

seen in Table 3. 

Table 3: ​The deterministic and ensemble model guidance that will be evaluated in the 2019 FFaIR 

experiment (the experimental guidance is in the darker shade). 

Provider Model Resolution 
Forecast 

Hours 
Notes 

EMC NAM (Nest) 3 km 

Hourly out to 60 h 

at 00, 06, 12, and 

18 UTC . 

Features an hourly 

forecast and assimilation 

cycle for its 3 km CONUS 

nest. Uses hybrid 

3D-EnVar and 

incorporates radar 

reflectivity into its 

assimilation system via a 

complex cloud analysis 

approach. 

EMC 

Short Range 

Ensemble 

Forecast (SREF) 

16 km 
Output every 3 h 

out to 87 h. 

Ensemble forecast with 21 

members plus the 

time-lagged WRF-NAM 

every 6 h. 
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EMC HREFv2 ~3 km 
36 h forecast run 

every 6 h. 

Operational version of 

HREF with 8  members, 

which each member 

providing a real-time and 

time-lagged run. 

RFCs 
Flash Flood 

Guidance (FFG) 
~4 km 

01, 03, 06, 12 and 

24 h values . 

A CONUS mosaic grid 

created by compiling 

individual RFC-domain 

grids. Provides an 

estimate of how much rain 

over a specific time-period 

would cause flooding on 

small streams. 

NSSL/HDSC/ 

NERFC/CSU 

Precipitation 

Recurrence 

Interval (RI) 

using Atlas 14 

3 km 

1, 3, 6, and 24 h 

products with RIs 

at 2, 5, 10, 25, 50, 

and 100 years. 

Precipitation frequency 

estimates based on 

historical observations. 

The Northwest is not 

covered by Atlas 14 

instead Atlas 2 is used. 

OWP 

National Water 

Model (NWM) 

version 1.2 

250 m 

1 km 

Short Range: 

Forecast 18 h 

Mid-Rage: 

Forecast 10 days 

Long Range: 30 

days 

Analysis and forecast 

system that provides 

streamflow for 2.7 million 

river reaches and other 

hydrologic information. 

Hourly forecasts in the 

short range. 

NSSL 

Warn on Forecast 

System (WoFS) 

(previously  called 

NEWS-e) 

3km 

Domain 

900x900 km 

Initialization time 

varied. Forecasts 

were out 6 h, with 

output every  

5 min. 

HRRRE analysis/boundary 

conditions. Regional 

domain of 1000x1000 km. 

Observations assimilated 

every 15 min using 

GSI-EnKF. 
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ESRL/GSD HRRRv3 3 km 

Hourly: 36 h for 

00, 06, 12, and 18 

UTC run times. 

All other run times 

have a 

18 h forecast. 

High resolution, hourly 

updated,  convection 

allowing nest of the Rapid 

Refresh (RAP) model. 

ESRL/GSD HRRRv4 3 km 

Hourly: 36 h for 

00, 06, 12, and 18 

UTC run times. 

All other run times 

have a 

18 h forecast. 

High resolution, hourly 

updated,  convection 

allowing nest of the Rapid 

Refresh (RAP) model. 

ESRL/GSD 
HRRR Ensemble 

(HRRRE) 
3 km 

Hourly out 36 h at 

00 and 12 UTC. As 

needed runs at 15 

and 18 UTC. 

Now covers the entire 

CONUS. 

9 member ensemble. 

EMC HREFv3 3 km 
36 h forecast run 

daily at 00 UTC. 

Experimental version of 

HREF with 9 members, 

which each member 

except for FV3-SAR 

providing a real-time and 

time-lagged run. 

GFDL/EMC FV3-Nest 3 km 

Hourly out to 60 h 

initiated once 

daily at 00 UTC. 

Run simultaneously with 

its parent domain, FV3. 
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GFDL/EMC 

FV3-SAR 

(Stand-alone 

Regional) 

3 km 

Hourly out to 60 h 

initiated once 

daily at 00 UTC. 

The SAR is the stand-alone 

regional version of FV3 

and does not have a 

global parent domain. 

This differs from the 

FV3-Nest​, which is a 

forecast over the same 

domain as the SAR, but is 

not run simultaneously 

with it parent model, FV3. 

GSD/EMC FV3-SAR-GSD 3 km 

Hourly out to 36h, 

initiated once 

daily at 00 UTC. 

Uses the FV3-SAR to 

facilitate CAM-scale 

development. Has the 

same initial and boundary 

conditions as HRRRv3. 

OU/CAPS SSEF 3 km 

60 h forecasts, 

though some of 

the membership 

only provide 

forecasts out 36 h. 

Initiated at 

 00 UTC. 

14-members run on the 

FV3 model. ICs are from 

the NAM (7), a 

combination of the NAM 

with a SREF perturbation 

(6), 

 or the GFS (1). 

OU/CAPS 

Individual SSEF 

members with 

FV3 core: 

SSEF-Thomp 

SSEF-Morr 

 SSEF-NSSL 

3 km 

60 h forecasts, 

initiated at 

 00 UTC. 

core_cntl  has Thompson 

microphysics 

core_mp1 has NSSL 

microphysics 

core_mp2 has Morrison 

mircosphics 

 

  

20 



  

4. Meteorological Highlights from Throughout the Experiment 

There were several notable heavy rain and flash flooding events that occurred during 

the 2019 FFaIR experiment. This included Hurricane Barry, which is discussed in greater detail 

below. The first two weeks of the experiment, (refer to Fig. 8), were dominated by 850 mb 

troughing over the western CONUS and ridging over the eastern portion, with zonal flow aloft. 

During the second half of the experiment, the majority of the CONUS was under a strong ridge, 

with a relatively fast moving northern stream along the US/Canada border (see Fig 9). 

 

Figure 8:​ (A)-(B) 500 mb mean geopotential height composites and (C)-(D) 850 mb mean geopotential 

height composites. (A) and (C) are the mean composite over the first half of the 2019 FFaIR experiment, 

from 17 June to 29 June 2019. (B) and (D) are the mean composite over the second half of the 2019 FFaIR 

experiment, from 8 July to 20 June 2019. Composite images were generated from the NCEP/NCAR 

Reanalysis provided by NOAA/ESRL/Physical Sciences Division 

(​https://www.esrl.noaa.gov/psd/data/composites/day/​). 
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Figure 9:​ 250 mb vector wind (m/s) composite mean for the second half of the 2019 FFaiR experiment, 

from 8 July to 20 June 2019. Composite image was generated from the NCEP/NCAR Reanalysis provided 

by NOAA/ESRL/Physical Sciences Division (​https://www.esrl.noaa.gov/psd/data/composites/day/​). 
 

As stated, the dominating 850 mb synoptic pattern for the first two weeks of FFaIR was 

a trough in the west and a ridge in the east. This pattern resulted in the same regions of the 

CONUS, especially over the Central Plains, often being at risk for heavy rainfall and flooding for 

several days in a row, with multiple mesoscale convective systems (MCSs) moving over the 

same locations. Moreover, there were numerous instances in which a decaying MCS in the 

morning would leave a mesoscale convective vortex (MCV) that convection would reinitiate 

along later that evening/night. This scenario was so prevalent during the first two weeks, 

particularly during Week 2, that one of the participants noted that they did not think that they 

had ever used the term “MCV” as much as during that week of FFaIR. Although the overall 850 

mb pattern between Week 1 and Week 2 was similar, the ridge over the southeastern United 

States had built farther north and east by the start of Week 2. This resulted in an overall shift of 

the trough/ridge pattern northward, thus altering the track of the daily MCSs farther north.  

Since the orientation of the trough/ridge pattern focused heavy rainfall across the same 

region for multiple days, antecedent conditions were a major concern of the participants during 

the first half of FFaIR. In fact, it was often a larger concern than the meteorological setup itself. 

During Week 1, a slow moving cold front progressed southeastward out of the Northern Plains 

into the Midwest, while a stationary boundary was present from southern MO through the 

central Ohio River Valley into NJ  (refer to  Fig. 10A). These persistent boundaries resulted in the 

same regions under the threat of heavy rainfall and flooding throughout the week. As can be 

seen in Fig 11 nearly every day of Week 1 there was a chance for excessive rainfall over the 
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Central Plains and from the Saint Louis region to the Mid-Atlantic into New England. The 

pattern finally broke late Thursday night when the two boundaries merged across MO (Fig. 

10B).  This resulted in a high risk threat for flooding on Friday June 21.  

 

Figure 10:​ WPC surface analysis for (A) 17 June 2019 valid at 2100 UTC and (B) 21 June 2019 valid at 
0300 UTC. Downloaded from the WPC Surface Analysis Archive webpage 

https://www.wpc.ncep.noaa.gov/archives/web_pages/sfc/sfc_archive.php​. 

 

Figure 11:​ Experimental EROs issued by the Week 1 participants of 2019 FFaIR valid: (A) 1500 

UTC 17 June 2019 to 1200 UTC 18 June 2019, (B) 1500 UTC 18 June 2019 to 1200 UTC 19 June 2019, (C) 

1500 UTC 19 June 2019 to 1200 UTC 20 June 2019, (D) 1500 UTC 20 June 2019 to 1200 UTC 21 June 2019, 

and (E) 1500 UTC 21 June 2019 to 1200 UTC 22 June 2019. 
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By Week 2 of the experiment, the ridge over the southeastern U.S. had strengthened 

and broadened, extending from TX to the Great Lakes. This resulted in a “ring of fire” around 

the periphery of the ridge. Convective initiation was especially active from AR to MN, with 

multiple MCSs moving through these regions. In addition to the “ring of fire,” there was a 

boundary that developed across the Northern Plains into the Northern Rockies for the second 

half of the week, driving heavy rainfall across the region. The experimental EROs issued by the 

Week 2 FFaIR participants can be seen in Fig. 12.  

 

Figure 12:​ Experimental EROs issued by the Week 2 participants of 2019 FFaIR valid: (A) 1500 

UTC 24 June 2019 to 1200 UTC 25 June 2019, (B) 1500 UTC 25 June 2019 to 1200 UTC 26 June 2019, (C) 

1500 UTC 26 June 2019 to 1200 UTC 27 June 2019, (D) 1500 UTC 27 June 2019 to 1200 UTC 28 June 2019, 

and (E) 1500 UTC 28 June 2019 to 1200 UTC 29 June 2019. 

There were a few significant events that occurred during Week 2 of FFaIR but only one 

will be highlighted here; for a complete list of notable events that occurred throughout the 

experiment refer to Table B.2 in Appendix B. Late in the evening Monday June 24, an extremely 

isolated event occurred in southeastern Texas.  According to the NWS WFO Brownsville/Rio 

Grande Valley (BRO), over a foot of rain fell in six hours across the region (see Fig. 13A), with 

more than 15 inches falling near Santa Rosa, TX (​NWS BRO, 2019​). Additionally, multiple cities 

set new daily rainfall records, such as Raymondville which saw 9.7 inches between 7am 24 June 

and 7am 25 June CDT. An aerial image of the city can be seen in Fig. 13B (​NWS BRO, 2019​).  

Although this was an extremely impactful event that occurred during the valid time for 

Monday’s PFF2 (0000-0600 UTC 25 June 2019), the FFaIR participants did not issue a PFF for 

this region. Figure 14 shows the deterministic model data available for the participants to use 

for their forecast. As can be seen, there was not a strong signal among the models suggesting 

such an event would occur (note that model data from the HRRRv4 was unavailable for this 

day).  Some models had no precipitation occurring during the entire 24 h time period. Others 
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indicated the possibility of an event but there was not agreement among these models about 

the location or intensity of the event. Furthermore, although not shown, the ensemble 

guidance showed similar discrepancies about the event. However, despite the wide range of 

forecast outcomes in regards to southern TX, the group did discuss the potential for an isolated 

heavy shower but this was based solely on the radar and satellite analysis along with the 

evaluation of current conditions. Ultimately, since there was no model support, the participants 

focused on the PA region instead and thus “missed” the event. One likely reason for the 

models’ inability to forecast this event was because the majority of the experimental model 

runs used in FFaIR are 00z runs. This means that since the event began after 00z the next day, it 

occurred anywhere from 24 to 36 hours into the model forecast. Correctly forecasting such a 

small scale event that far out is notoriously difficult for mesoscale models and therefore it is not 

surprising that they did not correctly capture the event.  

 

Figure 13:​ (A) 24 h rainfall totals across southern Texas, from 1200 UTC 24 June 2019 to 1200 

UTC 25 June 2019 and (B) an aerial view of the flooding in the city of Raymondville, TX. Both images 

curiously of the ​NWS WFO Brownsville/Rio Grande Valley, TX​. 
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Figure 14:​ (A) MRMS-GC 24 h QPE valid 1200 UTC 25 June 2019. (B)-(I) Model 24 h QPF valid at 

the same time, for the following deterministic models: (B) FV3-SAR, (C) FV3-Nest, (D) HRRRv3, (E) NAM 

Nest, (F) FV3-SAR-GSD, (G) SSEF-NSSL, (H) SSEF-Morr, and (I) SSEF-Thomp. 

Week 3 started off quite eventful for the Washington D.C. area, with a Flash Flood 

Emergency being issued for the D.C. Metro on July 8, 2019. Across the region, rain rates 

exceeding 2 inches per hour fell, with WPC issuing two MPDs for the event that are shown in 

Figs. 15A-B. The first was prior to the system impacting the area (1118 UTC), while the second 

was after the threat had moved southward (1550 UTC). The latter MPD discussed how much 

rain had already fallen in the D.C. Metro as well as the additional impacts the slow moving 

system would cause.  One reason this was such a high impact event was because so much 

water fell in a very short time, during morning rush hour, and in a highly urbanized area. STAGE 

IV 6 h QPE valid at 1800 UTC on July 8 is plotted in Fig. 15C.  The QPE shows that the swath of 

the heaviest rain fell along the southern portion of the D.C. Metro. Nearly all of the rain seen 

during those six hours fell in less than an hour. For instance, Reagan International Airport (DCA) 

measured 3.30 inches between 1255 UTC and 1352 UTC.  This resulted in quickly rising flood 

waters, stranding commuters and bringing the Nation’s Capital to a halt. Fig. 15D shows flood 

waters near the Washington Monument in Washington, D.C. 

26 



  

 

 

Figure 15: ​(A) WPC MPD ​#0563​ ​valid 1118 UTC to 1618 UTC 08 July 2019. (B) WPC MPD ​#0564 

valid 1550 UTC to 2000 UTC 08 July 2019. (C) STAGE IV 6 h QPE valid at 1800 UTC 08 July 2019, focused 

over the D.C., Maryland, and Virgina region. (D) Image of flooding near the Washington Monument 

courtesy of  ​The Weather Channel​ (TWC, 2019).  

Unfortunately, because the D.C. event was ongoing when week 3 began the participants were 

unable to utilize the experimental data to forecast for the event. They were however able to 

evaluate model performance after the event. A zoomed in forecast of the FV3-SAR and HRRRv4 

24 h QPF for the event can be seen in Fig. 16. In this area, participants felt that most of the 

deterministic models hinted at an isolated heavy rainfall event, though they felt the models had 

trouble narrowing the exact location. However, as can be seen in Fig. 17, there were two other 

flooding events that day were not well predicted by multiple models. But, due to the high 

impact and the participants’ proximity to the event over the DC area, most (if not all) of the 

evaluation focused on this rainfall event, seeming to inflate the subjective scores when a model 

“got the D.C. event right.” This points to some pitfalls in subjective scoring for an entire CONUS. 

 

 

27 

https://www.wpc.ncep.noaa.gov/metwatch/metwatch_mpd_multi.php?md=0563&yr=2019
https://www.wpc.ncep.noaa.gov/metwatch/metwatch_mpd_multi.php?md=0564&yr=2019
https://weather.com/safety/floods/news/2019-07-08-washington-dc-flood-photos#4


  

 

Figure 16:​ (A) MRMS-GS 24 h QPE, (B) FV3-SAR 24h QPF, and (C) HRRRv4 QPF all valid 1200 UTC 

08 July 2019 to 1200 UTC 09 July 2019, zoomed in over the Washington D.C. region.  

 

Figure 17: ​(A) MRMS-GS 24 h QPE, (B) FV3-SAR 24h QPF, and (C) HRRRv4 QPF all valid 1200 UTC 

08 July 2019 to 1200 UTC 09 July 2019. The white circles highlight the two locations in the Central US 

where major flooding events in addition to the Washington D.C. Flash Flood Emergency occurred.  

The rest of Week 3 continued to be active. Aside from the event that occurred in the 

D.C. Metro region, the focus for heavy rainfall and flooding during the first couple days of Week 

3 was across the Northern Plains. This was driven by a low pressure system that tracked across 

the U.S./Canada border around the northern extent of a mid-upper ridge.  On Wednesday, July 

10, precipitation associated with the tropical disturbance that would eventually become 

Hurricane Barry dropped over 6 inches of rainfall in 6 hours (see Fig. 18) over the New Orleans 

region. Within some of the convective bands, rainfall rates exceeded 3 inches an hour. Then on 

July 11, the state of Pennsylvania was hit with multiple rounds of heavy rainfall, resulting in a 

Flash Flood Emergency being issued for eastern PA and widespread flooding across 

southwestern PA that unfortunately resulted in two deaths. All the experimental EROs that 

were issued by the Week 3 participants can be seen in Fig. 19.  
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Figure 18:​ (A) STAGE IV 6 h QPE valid at 1800 UTC and (B) composite reflectivity at 1431 UTC 

with WPC 1200 UTC surface analysis overlaid for 10 July 2019.  

 

Figure 19:​ Experimental EROs issued by the Week 3 participants of 2019 FFaIR valid: (A) 1500 

UTC 08 July 2019 to 1200 UTC 09 July 2019, (B) 1500 UTC 09 July 2019 to 1200 UTC 10 July 2019, (C) 

1500 UTC 10 July 2019 to 1200 UTC 11 July 2019, (D) 1500 UTC 11 July 2019 to 1200 UTC 12 July 2019, 

and (E) 1500 UTC  12 July 2019 to 1200 UTC 13 July 2019. 

Like the end of Week 3, the greatest chances for heavy rainfall and flash flooding during 

the first few days of Week 4 were associated with Hurricane Barry; this will be discussed in 

further detail below. In addition to the threats driven by Barry, there were multiple rounds of 

MCS development along the northern edge of the mid-upper level ridge extending from the 

Dakotas to the Upper Great Lakes. The experimental EROs issued by the Week 4 participants 

are shown in Fig. 20. An example of a MCS moving across the periphery of the ridge occurred 

over southeastern MN early in the morning of July 19th. Figure 21A depicts the MPD that was 

issued by WPC for the event, which was driven by thunderstorms that developed along a warm 

front located across southern MN and WI. These evolved into a progressive MCS with hourly 
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rain rates of 1-2 inches. However, along the outflow boundary, backbuilding occurred, 

triggering continual rainfall over a narrow area from southeastern MN into southwestern WI for 

roughly six hours. This resulted in 4-6 inches of rainfall accumulating the region, see Fig. 21B, 

with the town of Westby, WI recording 5.74 inches of rainfall by 1200 UTC 19 July 2019 (​NWS 

ARX​). This event is discussed further in the results section; the PFF2 for this event can be seen 

in Fig. 68A.  

 

Figure 20: ​Experimental EROs issued by the Week 4 participants of 2019 FFaIR valid: (A) 1500 

UTC 15 July 2019 to 1200 UTC 16 July 2019, (B) 1500 UTC 16 July 2019 to 1200 UTC 17 July 2019, (C) 

1500 UTC 17 July 2019 to 1200 UTC 18 July 2019, (D) 1500 UTC 18 July 2019 to 1200 UTC 19 July 2019, 

and (E) 1500 UTC  19 July 2019 to 1200 UTC 20 July 2019. 

 

Figure 21:​ (A) WPC MPD ​#063​1​ ​valid 0800 UTC to 1315 UTC 19 July 2019. (B) MRMS-Gauge 

Corrected 12 h QPE valid from 0000 UTC to 1200 UTC 19 July 2019. 
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Hurricane Barry 

The weekend between Week 3 and Week 4 Tropical Storm Barry briefly transitioned 

into a category 1 hurricane right before making landfall Saturday morning, 13 July 2019, along 

the central coast of LA, near Intracoastal City. Hurricane Barry quickly weakened and was 

downgraded to a tropical storm just four hours after being upgraded to a hurricane. By Sunday 

afternoon Barry had weakened further, becoming a tropical depression and was located near 

the western border of LA and AR. As can be seen in Fig. 22 it then gradually tracked northward 

through AR where it slowly transitioned into a post-tropical system. It officially was deemed a 

post-tropical system on Monday afternoon, July 15. The remnants of the system then moved 

eastward across the northern periphery of the ridge with the rest of the synoptic flow. The last 

weather advisory issued for the remnants of Barry was at 2100 UTC on Wednesday, July 15; at 

this point WPC noted that the center of the remnants were located over OH. 

 

Figure 22:​ The smoothed track of Hurricane Barry July 10 to July 15 2019 released by the National 

Hurricane Center; courtesy of ​https://www.weather.gov/lch/2019Barry​. 

Hurricane Barry offered a unique opportunity for the participants of FFaIR to observe 

how a national center, specifically WPC, operates during a high impact event. This included 

witnessing collaboration calls with other national centers such as the National Hurricane Center 

and the Storm Prediction Center, as well as the extra staff, including managers, needed to 

ensure everything from normal operations to media interviews are covered. Most importantly, 

they were able to listen to the discussion that occurred in the days leading up to the event and 

how the centers worked together to provide clear and consistent information to NWS partners 

and the public.  
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As already noted, even though Hurricane Barry did not become a tropical system until 

the end of Week 3 of FFaIR, the system was largely discussed throughout the week. During this 

time, the low pressure system was sitting over the northern portion of the Gulf of Mexico. Since 

the low was close to the shoreline, the main concern was if convection from the system would 

make its way onto the Gulf coast, from the Florida Panhandle to eastern TX. As already 

discussed above, this occurred on the morning of July 10, wehn convective bands made their 

way on shore, resulting in a Flash Flood Emergency in New Orleans. Although the convection 

weakened, there remained a threat of additional heavy rainfall across LA and into eastern TX 

throughout the day. Ultimately, the event that occurred over New Orleans on July 10th was the 

most significant rainfall associated with Barry during Week 3. However, due to how 

unorganized Tropical Storm Barry was during Week 3, operational and experimental models, 

both global and CAM alike, had trouble resolving the path of the storm, how much rain would 

occur, and if/when convective bands would come ashore. For example, Fig. 23A shows that on 

July 12 the 24 h QPF from the FV3-SAR suggested that all the heavy precipitation associated 

with Barry would stay offshore. However the HRRRv3 forecast (Fig. 23B) had convective bands 

coming onshore from MS to the FL Panhandle, dropping over 3 inches of rain. Meanwhile, the 

SSEF-NSSL (Fig. 23C) was forecasting over 5 inches of rain across southeastern LA. This 

unpredictability was a staple throughout the week and kept the participants on their toes. 

Hurricane Barry had already been downgraded by the NHC to a tropical depression 

when Week 4 of FFaIR began on July 15. Despite this, heavy rainfall from Barry was still a major 

concern for the southern and middle Mississippi Valley. Figure 24 shows that a significant 

amount of rain had fallen during the 24 hours ending at 1200 UTC on July 15, with the rainfall 

ongoing and portions of central LA already seeing over a foot and a half of rain. As the day 

continued, the convective bands across central LA strengthened, with convection also initiating 

along a boundary to the southwest in southeastern TX (Fig. 25B). As can be seen in Fig. 25A, this 

resulted in an additional 3-6 inches of rain by 1800 UTC. Furthermore, the models were 

suggesting the rain would continue. Therefore the Week 4 participants decided to issue their 

PFF1 over the region, feeling the situation warranted a moderate risk where the greatest 

amount of rain had already fallen. The PFF1 that was issued can be seen in Fig. 25C.  
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Figure 23:​ Model 24 h QPF valid from 1200 UTC July 12 to 1200 UTC July 13, 2019 from (A) the FV3-SAR, 

(B) the HRRRv3, and (C) the SSEF-NSSL. 

The rainfall that occurred across southwestern AR turned out to be the last big event 

associated with the decaying tropical system. The remnants of Barry were tracked by the WPC 

through Wednesday afternoon, with the official post-tropical tag being dropped at 0000 UTC on 

July 18. The moisture left from Barry then entrained into the westerly flow along the northern 

periphery of the ridge.  In total, the extent of precipitation from Barry extended from the Gulf 

Coast to southern MI. The highest rainfall total was in Ragley, LA which recorded 23.58 inches 

of rain throughout the duration of the event (​WPC Storm Summary​). Other notable amounts 

were Pass Christian, MS with 13.30 inches,  Montrose, AL with 9.33 inches and Baton Rouge, LA 

with 7.39 inches. For additional rainfall totals refer to WPC’s Storm Summary for Barry (​WPC 

Storm Summary​). 

A similar situation was present over southwestern AR the following morning, July 16. 

Although Barry had been officially classified as a post-tropical system by this point, the heavy 

rain threat had not diminished. As can be seen in Fig. 26A, from 1200 UTC 16 July to 1200 UTC 

17 July regions of AR had received over a foot of rain. Model guidance indicated the threat 

would slowly diminish and propagate eastward and northward throughout the day. Therefore 

the participants shifted the axis of highest probabilities into eastern AR and western MS for the 

experimental Day 1 ERO shifted (Fig. 26C). However, as can be seen in Fig. 26B, heavy rain 

continued over the region, particularly western AR, for another six hours or so before it finally 

moved out of the area. By then, an additional half foot had fallen between 1200 UTC and 

1800 UTC. At the conclusion of this event, the rainfall seen across southwestern AR was record 

setting, with a new state record for the most precipitation from a tropical system being set with 

16.59 inches recorded in Dierks, AR (​NOAA Climo July 2019​).  
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Figure 24:​ (A) STAGE IV 24 h QPE valid 1200 UTC and (B) composite reflectivity at 1158 UTC 15 July 2019.  

 

Figure 25:​ (A) STAGE IV 6 h QPE valid at 1800 UTC and (B) composite reflectivity at 1718 UTC for 15 July 

2019. (C) The experimental PFF1 valid from 1800 UTC 15 July 2019 to 0000 UTC 16 July 2019. 
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Figure 26: ​(A) STAGE IV 24 h QPE valid at 1200 UTC and (B) STAGE IV 6 h QPE valid at 1800 UTC for 16 

July 2019. (C) Experimentation Day 1 ERO valid from 1500 UTC 16 July 2019 to 1200 UTC 17 July 2019. 

5. Results 

The following results section will first discuss the general findings of the experiment 

before evaluating the various experimental guidance and products individually. As noted 

previously, since the majority of the model guidance evaluated in FFaIR was experimental, not 

every product was available every day of the experiment. Because of this, the number of 

subjective scores collected varied for each tool.  Additionally, not every science question was 

asked every day. Table 1, shown earlier, indicates how many subjective scores were gathered 

for each model.  
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Summary of FFaIR Participants’ Subjective Verification Scoring 

Analysis of the subjective scores for all experimental guidance and forecasts tools found 

that Week 3 had, on a scale of 0.5-10 for each product, the highest average weekly total score 

of 6.46. Meanwhile Week 2 participants provided the lowest total average weekly score, 4.72. 

Week 1 and Week 4 had total average weekly scores of 5.63 and 5.14 respectively . Examining 4

the comments made by each week’s participants and evaluating the predictability of the events 

the participants were scoring, it seems as if the spread between the highest and lowest weekly 

averages was due to a combination of factors. During Week 2, the models had trouble 

predicting convective initiation along the western edge of the ridge, explaining why lower 

scores may have been given by the participants. However, the comments made by the 

participants suggest that they were also more  critical of the models than other participants, 

even when they verified well based off of the UFV. Therefore, it is likely that the lower weekly 

average was the result of a combination of model performance during a less predictable 

pattern which led to a more critical evaluation by the participants themselves.  

Opposing this, the higher total weekly average during Week 3 seemed to correspond to 

the personalities of the participants themselves, though the predictability of the pattern did 

play a role in the higher values. The higher predictability of the pattern was determined from 

reviewing the notes taken during Week 3 about the forecasting process, which suggested that 

there was generally less uncertainty in Week 3 forecasts compared to Week 2. This would 

suggest that the verification scores for forecasts made during Week 3 would be generally higher 

than those made during Week 2.  However, even when a forecast seemed to be a “miss”, the 

participants of Week 3 still provided high scores for the products. For example, Fig. 27 shows 

that both the PFF1 valid from 1800 UTC on June 27 to 0000 UTC June 28 (issued by the Week 2 

participants but evaluated by Week 3 participants) and the PFF1 valid from 1800 UTC July 8 to 

0000 UTC on July 9 (both issued and evaluated by Week 3 participants) did not have any reports 

within the forecasted risk region. In fact, in the June case there wasn’t even rainfall recorded 

within the southern portion of the forecasted risk region. Even so, on both days the average 

score from the participants were 6.06 and 6.5, respectively. Furthermore, there was an 

individual score of an eight for the June event. This suggests that the participants this week 

were slightly more generous than week two when giving their scores.  

  

4 The weekly average scores included scores from deterministic and ensemble model guidance, the various 
experimental Day 1 ERO products, and the experimental PFFs.  
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The generous scores given by the participants of Week 3 were not just for forecasts 

issued by other participants or themselves ; the group was also less critical of the model 5

forecasts. For instance, for the same two days as discussed above, Fig. 28  shows a comparison 

of 24 hour QPF and the observed QPE for a couple of cases. For the June case, Fig. 28A-B, 

“Model A” (FV3-SAR) is shown and, as can be seen, it forecasted a wide area of three or more 

inches of rainfall across the Midwest, when only a small region saw this amount. However, the 

average score for this forecast from “Model A” was 6.83. Their reasoning for rating the forecast 

like this was that although the overall QPF was too wet across the CONUS, placement of the 

precipitation was good.  

Similarly for the July case, see Fig. 28C-D, “Model G” (SSEF-NSSL) incorrectly forecasted 

most of the convective initiation and propagation across the CONUS, especially across the 

northern portion of the country. Yet it appeared more accurate with the event that occurred in 

southern NE, which the group felt was a high impact event.  The groups’ scores were highly 

driven by how they felt the model did forecasting this one high impact event, and thus rated 

the forecast with an average score of 6.47.  In general, when comparing how other weeks 

weighed the importance of getting one major event correct against everything that the model 

“missed” the group from Week 3 seemed to give more value to the “hit” rather than punishing 

the model for “misses”. 

Finally, further support that the personalities of the participants of Week 3 influenced 

the scores is the fact that the two highest weekly average individual participant scores, were 

from Week 3, each giving an average score of 7 . Opposing this, the two lowest average 6

individual scores came from two different weeks. The lowest was recorded in Week 2 at 4.29. 

The second lowest individual average score given throughout the week was from Week 4, with 

an average of 4.30. 

5 During the verification portion of the experiment, the last two forecasts issued (Thursday and Friday) by that 
week’s participants were evaluated by the following week’s participants during their first two days (Monday and 
Tuesday) of verification. The last three days of the week, the participants would evaluate their own forecasts (i.e. 
on Wednesday they would evaluate their forecast from Monday, then Thursday would evaluate Tuesday’s and 
finally Friday would evaluate Wednesday’s forecast. This was done so the data that the forecasts were verified 
against had time for quality control.  
6 One of these participants only scored 3 of the 5 days. However, the third highest average was also seen in Week 
3, 6.87. 
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Figure 27:​ Left Column: Experimental PFF1 and right column:  6 h MRMS-GC QPE valid (A)-(B) 1800 UTC 

27 June to 0000 UTC 28 June, 2019 and (C)-(D) 1800 UTC 8 July to 0000 UTC 9 July, 2019. 

Deterministic Model Guidance 

Analysis of the Subjective Verification 

Table 4 and Figs. 29-30  summarize how the individual deterministic models rank 

amongst each other, based on subjective verification of 24 h QPF guidance. Overall, the HRRRv4 

ranked the highest based on the subjective verification scores from the FFaIR participants while 

the FV3-SAR-GSD had the lowest ranking. The HRRRv4 had a total average during the 

experiment of 6.56, while the FV3-Nest had the second highest total average score with 6.42. 

The FV3-SAR-GSD’s total average was 4.06, with the SSEF-Thomp having the second lowest 

average of 4.51. Table 4 shows the total average score each deterministic model received 

during the experiment. Additionally, Table 4 shows the number of times each model received a 

rating of 8.5 or better throughout the experiment . Both the experimental and operational 7

versions of the HRRR received a score of 8.5 or better 11 times. Opposing this, the SSEF-Morr, 

the SSEF-Thomp, and the FV3-SAR-GSD never received a score of 8.5 or higher.  

7 This score range was chosen because it represents the upper 2% of the data. 
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Figure 28:​ Left column: 24 hour MRMS-GC QPE and right column model forecasted 24 hour QPF valid 

(A)-(B) 1200 UTC 27 June to 1200 UTC 28 June 2019 and (C)-(D) 1200 UTC 08 July to 1200 UTC 09 July 

2019. (B) is the forecast from “Model A” (FV3-SAR) and (D) is the forecast from “Model G” (SSEF-NSSL).   
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Table 4: ​The experimental average from the subjective verification portion of the experiment for each 

deterministic model along with the number of times each model received a score of 8.5 or higher during 

the course of the experiment.  

 

The spread in the subjective scores over the course of the experiment varied greatly 

among the models. This can be seen in both the box and whisker plots (Fig 29) and in Fig. 30, 

which depicts how many times each piece of guidance received a score within a given range. 

The models with the two highest averages, the HRRRv4 and FV3-Nest, had the smallest spread, 

with nearly all of their scores falling between 4.5 and 8.5 and a median score of 6.5. The 

FV3-SAR also had a median score of 6.5 but had a larger spread than the other two models, 

from 3 to 9. Figure 29 also shows that there were two instances of outliers  (depicted by the 

cross symbol) within the dataset where the scores fell outside the low end of the spread. Both 

the HRRRv4 and the FV3-Nest had outliers as well, each with four instances, though each of 

these outliers had a score greater than or equal 3 rather than less than 3, which was seen with 

the FV3-SAR.  Altogether this suggests that although the participants generally felt the FV3-SAR 

performed as well as the HRRRv4 and FV3-Nest, there were days when its forecast was notably 

worse than the other two models, thus suggesting it might be less reliable.  

Another takeaway from the subjective scoring was the performance of the HRRRv3,  and 

its performance in comparison to the other three top performing models. Table 4 shows that 

the HRRRv3 had the same number of occurrences of scores at or exceeding 8.5 as HRRRv4, 

though it also was available to evaluate more often, 189 scores to 129 scores respectively. 

However, when evaluating the criteria via percentage of scores meeting this threshold, only 6% 

of the HRRRv3 scores were 8.5 or greater, while HRRRv4 scores meeting this criteria accounted 

for 9% of the total scores.  When compared to the FV3-SAR, the two models had nearly the 

same total experimental average, 6.18 vs. 6.17 respectively. However, examination of Fig. 30 
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shows that the score range with the highest number of occurrences throughout the experiment 

for the HRRRv4, FV3-Nest, and FV3-SAR models was the range from 6.5 and 7.45, while the 

HRRRv3 saw more scores within the 5.5 to 6.49 range.  This resulted in the HRRRv3 having a 

lower median score than the other three models, 6 vs. 6.5, even though it had a higher count of 

scores at or exceeding 8.5 than the two FV3 models. This suggests that although there were 

times when the HRRRv3 was on par with the other three models, even at times outperforming 

them, routinely its guidance was found to be less useful than the aforementioned models. 

 

Figure 29: ​Box and whisker plot of all the subjective scores given for the deterministic models evaluated 

in the 2019 FFaIR experiment. Subjective scores were evaluating the 24 h QPF model guidance across the 

CONUS. All models were initialized at 0000 UTC and the 24 h forecast was from 1200 UTC to 1200 UTC.  

41 



  

 

Figure 30: ​The number of times each deterministic model received a score that fell within a range of 

values throughout the 2019 FFaIR experiment. Along the bottom of the graph is the name of the model. 

In parenthesis is the total number of times the guidance was scored during the experiment.  

The general consensus of the participants during the experiment was that the individual 

members of the SSEF, which only differed in the microphysics scheme used , routinely 8

performed fairly poorly. All three models had a total average subjective score below five, with 

the SSEF-NSSL having the highest average (4.86) and SSEF-Thomp  receiving the lowest average 9

(4.51). However, despite having the lowest average of the three members evaluated, Fig. 29 

shows that SSEF-Thomp had the same median as the SSEF-NSSL member (5) while the 

SSEF-Morr member had a lower median than both of these, 4.5. Interestingly, throughout the 

experiment it was common for the participants to note that they found the SSEF-Morr 

member’s QPF unrealistic and they would often discard it during the forecasting process. 

However, as Fig. 30 shows, during the subjective verification it was the only SSEF member to 

not receive a rating less than 1.5. Conversely, it also did not receive a rating of 8.5 or higher. 

This suggests that although it was constantly considered a poorer forecast, it was never rated 

extremely bad (or extremely good) and perhaps provided a more consistent forecast 

throughout the experiment when compared to the other two members.  

  

8 The SSEF-Thomp used the Thompson microphysics scheme, the SSEF-Morr used the Morrison Microphysics 
Scheme and the SSEF-NSSL used the NSSL microphysics scheme. For the full model configuration refer either to 
Appendix C Table C.3 or Table 5 in the 2019 FFaIR Operations Plan. 
9 The SSEF-Thomp member had 50 fewer scores than the other two models. 
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Finally, as noted the FV3-SAR-GSD performed the worst of all the deterministic models 

during the experiment according to the subjective scores from the FFaIR participants. Not only 

did it have the lowest average, it also had the lowest median, 4, and Fig. 30 shows that it had 

the lowest bound to its spread. However, it is important to note that this model was available 

for the participants to evaluate significantly less often than any of the other models.  As was 

shown in Table 1 the FV3-SAR-GSD was only scored 93 times, which is 33 fewer ratings than the 

next lowest model and 98 fewer than the SSEF-NSSL and SSEF-Morr models. Furthermore, there 

were many times in which the model data was available for the subjective verification portion 

of the experiment, but not available for the participants to utilize during the forecasting portion 

of the experiment. Therefore it is difficult to determine how the participants felt the model did 

in a real time setting. Even so, it was clear that throughout the experiment the participants felt 

that the majority of the time the FV3-SAR-GSD failed to provide an accurate 24 hour 

precipitation forecast; this is further supported through objective verification which is discussed 

next.  

Examples of how the FV3-SAR-GSD performed can be seen in Fig. 31 and Fig. 32. The 

dates chosen are examples of one of the lower performing days, June 27 (Fig. 31) with an 

average subjective score of 1.54, and a higher performance day July 12 (Fig. 32) with an average 

subjective score of 5.88. The 24 h QPF forecast from the FV3-SAR-GSD is compared against the 

model the participants felt performed the best for each day (FV3-SAR and HRRRv3 respectively) 

as well as the forecast from the FV3-Morr, which is included as it was also considered a poor 

performing model.  For the June 27 case, the FV3-SAR had an average score of 4.32 (in general 

all the models struggled with this forecast) while the SSEF-Morr had an average of 3.4. In the 

July 12 case, the best performing model, the HRRRv3, had an average score of 6.83 while the 

SSEF-Morr had an average of 4.44. As can be seen from these two cases, the FV3-SAR-GSD 

often seemed to struggle with low-end precipitation thresholds, predicting widespread light 

precipitation across large regions. Participants mentioned this over-prediction of light 

precipitation was a large contributor to the often low scores seen for the model.  
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Figure 31: ​(A) 24 hour MRMS-GC QPE and (B)-(D) model forecasted 24 h QPF valid 1200 UTC 27 June 

2019 to 1200 UTC 28 June 2019 from: (B) FV3-SAR-GSD, (C) FV3-SAR, and (D) SSEF-Morr. 
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Figure 32: ​(A) 24 hour MRMS-GC QPE and (B)-(D) model forecasted 24 hr QPF valid 1200 UTC 11 July 

2019 to 1200 UTC 12 July 2019 from: (B) FV3-SAR-GSD, (C) HRRRv3, and (D) SSEF-Morr. 

Analysis of the Objective Verification 

Analysis of the 24 h QPF performance diagrams for the deterministic models evaluated 

in the 2019 FFaIR experiment at thresholds of two inches and lower suggest that the HRRRv4 

provided the “best” forecast throughout the experiment. This was in agreement with the 

results from the subjective evaluation of the models. Figure 33 shows that at the 0.5, 1, and 2 

inch thresholds, the HRRRv4 (hrrr_2d in the figure) had the highest CSI and consistently had 

little bias comparatively, which can be seen by its small distance from the central diagonal line. 

At higher thresholds, like 4 inches (Fig. 33D),  the skillfulness of the HRRRv4 drops off and other 

models like the NAM-Nest and the FV3-Morr performed better. However, at higher thresholds, 

model performance decreased across the board and the observational dataset is smaller, so no 

further analysis will be done. Therefore, unless otherwise stated, all evaluations are referring to 

0.5, 1, and 2 inch thresholds.  
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Figure 33:​ Performance diagrams for the Day 1, 24 h QPF forecasts valid over the four weeks of the 2019 

FFaIR experiment (June 17 to July 20, 2019) for the FV3-SAR (pink), FV3-Nest (dark green), HRRRv4 (red; 

referenced as hrrr_2d in legend), HRRRv3 (teal; referenced as hrrr in legend), NAM-Nest (yellow), 

SSEF-NSSL (light green; referenced as fv3sar_nssl in legend), SSEF-Morr (dark blue; referenced as 

fv3sar_morr in legend), SSEF-Thomp (light blue; referenced as fv3sar_cntl in legend), and the 

FV3-SAR-GSD (purple). The precipitation thresholds are for: (A) 0.5 inches, (B) 1 inch, (C) 2 inches, and 

(D) 4 inches. 
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Differing from the subjective evaluation, the performance diagram suggests that every 

model except for the FV3-SAR-GSD and the SSEF-Morr provided a 24 h precipitation forecast 

that was as good or better than the forecasts by the FV3-Nest and FV3-SAR.  For instance, Fig. 

33B shows that at the 1 inch threshold, the NAM-Nest had a higher CSI and a smaller wet bias 

than the FV3-SAR and FV3-Nest. This was extremely noteworthy because the participants 

regularly commented on the NAM-Nest having a reputation for a high wet bias and the 

NAM-Nest is being used by EMC as a baseline comparison for the FV3-Nest. This wet bias and 

low CSI is seen at all the thresholds evaluated in the experiment for the FV3-SAR/Nest.  

Another takeaway from the performance diagrams was that both versions of the HRRR 

outperformed every FV3 CAM that was evaluated, which, as stated, was not the case for the 

subjective verification. For the lowest threshold, a half inch, the HRRR models had a dry bias 

but as the threshold increased they began to show a wet bias. However, as can be seen in Fig. 

33, nearly every model examined showed a wet bias at higher thresholds. Additionally, aside 

from the half inch threshold where both HRRR models exhibited a slight dry bias, the 

FV3-SAR-GSD was the only model to show a dry bias during the experiment. However, differing 

from the results from subjective verification, the FV3-SAR-GSD did not overwhelmingly 

underperform compared to other models. At the 1 and 2 inch thresholds the SSEF-Morr, 

FV3-SAR, and FV3-Nest all had CSI values close to or less than the FV3-SAR-GSD.  

Evaluation of MODE along with analysis of the comments made by the participants 

while using the experimental products in the forecasting process as well as during subjective 

verification helps shed light on why traditional statistical evaluation differs from forecaster and 

researcher perspective. Figures 34 to 37 provide an array of examples of how the deterministic 

models verified using MODE.  In general it seems as if the participants focused more on the 

overall “story the model was telling” rather than a point by point forecast, which is what 

traditional statistics focus on. As a result, the ranking of model performance was at times 

considerably different between objective and subjective verification methods.  

Examination of the MODE product for the half inch threshold ending at 1200 UTC on 25 

June 2019, Fig. 34, is a great example of how dissimilar subjective and objective scores can be 

and why it difficult to mimic forecaster methods’ of model evaluation (which is what MODE 

tries to do). As can be seen in Fig. 34, MODE defines roughly three regions of rainfall for the 

event at a half inch threshold. Generally all the models evaluated for this event (HRRRv4 was 

missing) forecasted a similar rainfall footprint from OH to the mid-Atlantic, with greater 

differences seen in the forecast of the precipitation over the Northern Midwest and the 

western coast of the Gulf of Mexico. Table 5 lists each models’ subjective average score, CSI 

and intersection area percentage (the total number intersection points divided by the total 

observed points for precipitation objects). Comparing the CSI of the NAM-Nest (Fig. 34D) and 

SSEF-NSSL (Fig. 34F) it would seem that the two performed about the same, while examination 
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of their intersection area, 36% to 47%, suggests the SSEF-NSSL’s QPF coverage was slightly 

better than the NAM-Nest. However, the difference between their subjective scores was large, 

4.74 to 7.97 respectively. This would suggest that MODE isn’t telling the whole story and there 

is some other factor that is heavily weighing the participants' analysis. In this case, based on 

notes, it seems to be that they felt the NAM-Nest was too wet across the Appalachian 

Mountains and in GA. However, looking at MODE for higher thresholds there is not a large 

difference between the two in CSI or QPF hits.  

Another example of this difficulty can be seen by comparing the HRRRv3 (Fig. 34C) and 

SSEF-Thomp (Fig. 34H). As can be seen, their MODE analysis at the half inch threshold is very 

similar; this is also the case at the inch threshold (not shown). Additionally, Table 5 shows the 

two models tied for the highest CSI at this threshold, 0.24. Furthermore, comparing their 

intersection areas, the FV3-Thomp outperformed the HRRRv3, 55% to 52%. Nonetheless, 

despite seemingly to perform well when objectively analyzed, the FV3-Thomp received the 

third lowest daily total subjective score (5.8) while the HRRRv3 received a daily average score of 

7.57. This supports the conclusion that participants strongly considered things such as timing, 

QPF footprint, and what they perceive  as a wet or dry forecast, as well as their own biases of 

“wrongness” when verifying a model forecast. 

The 24 hour precipitation forecast for July 08, ending 1200 UTC July 09, is another 

example of how the participants weigh different aspects of the forecast with more importance, 

which is not always conveyed through objective analysis.   For instance, looking at Table 5, 

subjectively the FV3-SAR and FV3-Nest outperformed the SSEF-NSSL by approximately a point 

on this day; 7.46, 7.68, and 6.47 respectively. However, the MODE statistics for the half inch 

and inch thresholds are higher for the SSEF-NSSL member than either of the aforementioned 

FV3 CAMs, with the intersection area at the one inch threshold outscoring the FV3-SAR and 

FV3-Nest 39% to 18% and 19% respectively.  Comparison of the three models in Fig. 35 and Fig. 

36 shows that for the precipitation across the Northern Plains both FV3 models had a similar 

footprint to observations, but it was shifted westward, suggesting the models were lagging. 

Opposing this, the SSEF-NSSL (Fig. 35G and Fig. 36G) had a more zonal orientation to the 

precipitation pattern. This “miss” in the orientation of the precipitation was noted by the 

participants and influenced their rating of the forecast. Therefore this suggests that they would 

prefer a slower model that had the correct orientation of the precipitation over a model that 

might “correctly” forecast rainfall over more points but have the progression of the system 

incorrect. 

Finally, Fig. 37 and Table 5 depict the various results for the 24 hour precipitation 

forecast for the AR event that occurred as a result of the remnants of Hurricane Barry, ending 

1200 UTC July 17. This is a great example of how a high impact event can greatly influence how 

the “goodness” of a model can differ between subjective and objective scoring.  For instance, 
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the FV3-Nest and the SSEF-Thomp have similar CSI (0.07 and 0.09), with the SSEF-Thomp having 

a greater intersection area percentage (37% vs 20%) than the FV3-Nest at the one inch 

threshold. However, subjectively the FV3-Nest outscored the SSEF-Thomp 6.16 to 3.47. This 

was because although both “missed” the precipitation in the Midwest and through IN and OH, 

the participants noted that the FV3-Nest did better with the footprint of the high impact event; 

which is shown by the intersection area percentage for the object 41% to 28%. Moreover, 

though not shown, it nearly forecasted the exact location of the heaviest rainfall, further 

suggesting that the participants weighed the correct forecast of this high impact event above all 

else. This can also be seen when comparing HRRRv3 and HRRRv4 to one another. Again, though 

they had similar statistics, the participants preferred the HRRRv3 over HRRRv4 because the 

maximum forecasted by the HRRRv3 was better located with the observed rainfall maximum. 

Table 5:​ Chart displaying three examples for daily subjective scores, percentage of intersection points to 

observed points (referred to as intersection area percentage), and CSI for the 24 h QPF guidance from the 

deterministic models evaluated during the 2019 FFaIR Experiment. Each date is color coded by column 

and valid from 1200 to 1200 UTC. The “Subj. Score Avg.” column gives the average score from the FFaIR 

participants after looking at the entire output from each model during that valid period.  The 

“Intersection Area Percentage” column gives the intersection area percentage across the CONUS for the 

given threshold, which is labeled in the second row of the table.  Finally, the “CSI” column gives the CSI 

score calculated at each threshold over the whole CONUS for the valid time period. The black shading 

means that the model was not available for evaluation on that day. Each date/threshold corresponds 

with the MODE images displayed above in Figs. 34 to 37. 
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Figure 34:​ MODE precipitation results for the 0.5 inch threshold over 24 h valid from 1200 UTC 24 June 

2019 to 1200 UTC 25 June 2019, showing the (A)-(H) MRMS-GC QPE (shaded) compared to model QPF 

(contoured) from the following deterministic models: (A) FV3-SAR, (B) FV3-Nest, (C) HRRRv4, (D) 

NAM-Nest, (E) FV3-SAR-GSD, (F) SSEF-NSSL, (G) SSEF-Morr, and (H) SSEF-Thomp.  Below each image are 

the MODE verification metrics for the corresponding model.  
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Figure 35:​ MODE precipitation results for the 0.5 inch threshold over 24 h valid from 1200 UTC 08 July 

2019 to 1200 UTC 09 July 2019, showing the (A)-(H) MRMS-GC QPE (shaded) compared to model QPF 

(contoured) from the following deterministic models: (A) FV3-SAR, (B) FV3-Nest, (C) HRRRv3, (D) HRRRv4, 

(E) NAM-Nest, (F) FV3-SAR-GSD, (G) SSEF-NSSL, and (H) SSEF-Morr.  Below each image are the MODE 

verification metrics for the corresponding model.  
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Figure 36: ​MODE precipitation results for the 1 inch threshold over 24 h valid from 1200 UTC 08 July 2019 

to 1200 UTC 09 July 2019, showing the (A)-(H) MRMS-GC QPE (shaded) compared to model QPF 

(contoured) from the following deterministic models: (A) FV3-SAR, (B) FV3-Nest, (C) HRRRv3, (D) HRRRv4, 

(E) NAM-Nest, (F) FV3-SAR-GSD, (G) SSEF-NSSL, and (H) SSEF-Morr.  Below each image are the MODE 

verification metrics for the corresponding model. 
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Figure 37:​ MODE precipitation results for the 1 inch threshold over 24 h valid from 1200 UTC 16 July 2019 

to 1200 UTC 17 July 2019, showing the (A)-(H) MRMS-GC QPE (shaded) compared to model QPF 

(contoured) from the following deterministic models: (A) FV3-Nest, (B) HRRRv3, (C) HRRRv4, (D) 

NAM-Nest, (E) FV3-SAR-GSD, (F) SSEF-NSSL, (G) SSEF-Morr, and (H) SSEF-Thomp.  Below each image are 

the MODE verification metrics for the corresponding model. 
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Comparison of FV3-Nest and FV3-SAR from EMC 

An additional goal of the experiment was to compare the FV3-SAR forecasts with the 

FV3-Nest forecasts to see if the FV3-SAR could be used exclusively to save on computing 

expenses. Therefore, in addition to the normal subjective verification that was done for all the 

deterministic models examined, the two models were evaluated using a comparison question 

as well. As stated in Section 3, the comparison involved the participants evaluating the utility of 

the forecast against each other rather than scoring the models on the “correctness” of the 

forecast. In this question, a score of 5 meant a forecaster thought there was no difference in 

the utility between the two models, while anything greater than a 5 meant the FV3-Nest was 

more useful and a score below a 5 meant the FV3-SAR was more useful (refer to Fig. 3).  EMC 

was specifically interested in how the models performed against one another at later forecast 

times and therefore the models were analyzed at forecast hour 36 with 6 h QPF guidance. 

Additionally, they were analyzed over a limited domain rather than over the CONUS.  

As was seen in the analysis of the subjective model verification, the participants felt that 

the QPF from the FV3-Nest provided more value to the forecast than the FV3-SAR QPF when 

compared directly to one another. However, as can be seen in Fig. 38, on average this 

preference of the FV3-Nest over the FV3-SAR was only slight, with a total average of 5.26, when 

evaluating the 6 h QPF from each model at forecast hour 36. The only week that leaned 

towards preferring the FV3-SAR was week 1 (4.73), while week 4 had the highest preference of 

FV3-Nest (5.91). The average scores however do not tell the whole story due to how the scoring 

works. As can be seen in Fig. 39  when focusing solely on the scores it can be seen that only 45 

of the 114 scores (39%) recorded were a 5, while there were nearly twice as many times in 

which the FV3-Nest was strongly favored  over the FV3-SAR, 32 (28%) to 18 (16%) respectively.  10

Reviewing how the models scored against one another in the deterministic verification 

showed that 69% of the time the model that had the higher daily average score for the 24 h 

QPF evaluation also was the FV3 model that was preferred during the direct comparison. For 

instance, when evaluating the 24 h QPF valid 1200 UTC June 17 to 1200 UTC June 18, 2019 the 

average score for the FV3-SAR was 6.48 while the average score for the FV3-Nest was 5.85. 

From this it should be expected that when comparing the two models against each other that 

the scores would show that the FV3-SAR was preferred (i.e. scores less than 5). This was in fact 

what occurred, with an average daily score of 4.65 for the evaluation of their 6 h QPF. Both the 

24 h QPF CONUS and the 6 h QPF region verifications can be seen in Fig. 40 and Fig. 41 .  

 

10 Defined as a score greater than or equal to 6. 
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Figure 38: ​Chart showing the experiment total and weekly average scores for the FV3-SAR and FV3-Nest 

comparison of utility for the 6 hour QPF at forecast hour 36. A score of 5 would indicate that there was 

no discernible difference between the two models, while anything above(below) a 5 indicates that the 

participants felt the FV3-Nest(FV3-SAR) was more helpful in the forecast.  

 

Figure 39: ​Chart depicting the number of times the scores for the FV3-SAR and FV3-Nest fell within 

various ranges. 
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Figure 40: ​(A) 24 hour MRMS-GC QPE  and 24 hour QPF from (B) FV3-SAR and (C) FV3-NEST all valid 1200 

UTC 17 June to 1200 UTC 18 June 2019. 
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Figure 41: ​(A) 6 hour MRMS-GC QPE  and 6 hour QPF from (B) FV3-SAR and (C) FV3-NEST all valid      0600 

UTC to 1200 UTC 18 June 2019. 

However, there were some instances in which the results from the two forms of 

subjective analysis did not agree with one another. One example of this was on June 22, 2019. 

For the 24 h QPF verification ending 1200 UTC on June 22 the average score for the FV3-SAR 

was 6.38 while the average score for the FV3-Nest was 5.36. Meanwhile the evaluation of the 6 

h QPF valid at the same time suggested that the participants felt the FV3-Nest QPF was 

marginally (5.08) better. Figures 42 and 43  show the verification for each of these time periods. 

As can be seen in the 6 h QPF guidance in Fig. 42, although both models did not forecast the 

precipitation far enough eastward into IL, the FV3-Nest was slower than the FV3-SAR. However, 

the FV3-SAR significantly over-forecasted precipitation totals, with the highest amounts 

exceeding 4 inches over a broad area when around 2.5 inches were observed over a relatively 

small area. The precipitation totals forecasted by the FV3-Nest, on the other hand, were on par 

with observations.  

These differences were also seen when examining the 24 h QPF. Participants noted that 

these differing misses in the QPF forecast made the comparison between the two models 

difficult. When looking at the whole CONUS over 24 h (Fig. 43) the participants noted that 

although both models often failed in the same locations, the degree of failure varied. One 

example of this is the Bootheel of Missouri, where both models over-forecasted the magnitude 

of the QPF. Participants noted that although neither forecast was good, the over-forecast was 

less extreme from the FV3-SAR. Opposing this, along the IA/MO border, the FV3-SAR suggested 

24 h totals exceeding 5 inches, when less than 2 inches where seen. The FV3-Nest however did 

not forecast such high totals and therefore the participants “gave points” to the FV3-Nest for 

this region. Such vast dissimilarities in the forecasts resulted in the individual scores ranging 

from a 4 (prefer the FV3-SAR) to a 7 (prefer the FV3-Nest), leading to an average around a 5.  
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The MODE analysis for this event at the half inch, inch and two inch threshold can be 

seen in Fig. 44, with intersection area percentages in Table 6. Excluding the system across the 

Midwest and the Mid-Mississippi Valley, MODE indicates that the FV3-SAR and FV3-NEST 

performed about the same with an intersect area percentage of 56% and 54% respectively at 

the half inch threshold. However, if the event is included the FV3-SAR outperforms the 

FV3-Nest by 7%. The FV3-SAR also outperforms the FV3-Nest at the one inch threshold, 

especially when focusing on the MODE object for the event, with intersect area percentages of 

65% and 42% , respectively.  Additionally, it can be seen in Figs. 44C-D that the shape of the one 

inch QPF contour for the FV3-SAR more closely resembled the observed precipitation footprint 

than the FV3-Nest’s contour shape. However when looking at the two inch threshold the 

intersect areas suggest that the FV3-Nest slightly outperformed the FV3-SAR (see  Table 6), 

though both significantly over-forecast the extent of QPF equaling two inches.  Combined, this 

suggests that the FV3-SAR provided a better forecast for the lower end amounts and for the 

location and footprint of precipitation for the event while the FV3-Nest performed better at the 

higher thresholds, providing less of an over-forecast. This follows the comments from the 

participants and the results from the subjective verification of the 24 h QPF. It also sheds light 

on why the results from the two questions about the FV3-SAR and FV3-Nest differed for this 

event. 

Such results show the importance of evaluating the two models across various time 

scales and thresholds. Additionally it makes it difficult to determine if the FV3-SAR can be used 

in place of the FV3-Nest. Therefore it has been determined that more testing needs to be done 

and the FV3-SAR needs to be further refined. Additionally, it is suggested that 

EMC-FV3-Nest/SAR team further analyze the June 21-22 case. Lastly, as noted above, both 

models consistently had a high wet bias throughout the experiment which should also be 

examined further.  
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Figure 42:​ Same as Fig. 41 but valid 0600 UTC to 1200 UTC 22 June 2019. 

 

Figure 43:​ Same as Fig. 40 but valid 1200 UTC 21 June to 1200 UTC 22 June 2019. 

Table 6: ​Chart displaying the MODE intersection area percentage for the FV3-SAR and FV3-Nest at half 

inch, and inch thresholds valid 1200 TUC 21 June 2019 to 1200 UTC 22 June 2019. The intersection area 

percentage is the number of intersection points to the number of observed points. Total indicates all the 

objects identified by MODE were included in the calculation while Midwest indicates that only the points 

identified as part of the Midwest/Mid-Mississippi Valley system are in the calculation. 
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Figure 44:​ MODE 24 h precipitation results from the FV3-SAR (left column) and the FV3-Nest (right 

column) for (A)-(B) the half inch threshold, (C)-(D) the 1 inch threshold, and (E)-(F) 2 inch threshold valid 
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from 1200 UTC 21 June 2019 to 1200 UTC 22 June 2019. The MRMS-GC QPE is shaded while the model 

QPF is contoured .  Below each image is the MODE verification metrics for the corresponding model. 

Final Recommendations to Operations for the Experimental Deterministic Models 

The HRRRv4 is recommended for operations pending additional testing due to a bug 

that was discovered in the code during the experiment. The bug was in the initial conditions 

provided by the HRRRDAS. The HRRRv4 initializes off the mean state from the HRRRDAS along 

with current observations. However the bug was preventing current observations, like radar, 

from being assimilated into the mean state from the HRRRDAS. The HRRR team discovered this 

issue and implemented a fix to it on 16 July 2019, at the very end of the FFaIR Experiment. 

Therefore, although the model performed well and the addition of observed data into the initial 

conditions should only improve upon the model’s performance, it can not be fully 

recommended for transition until further testing is completed on new cases or retroactively on 

the cases during FFaIR. 

Both the FV3-Nest and FV3-SAR from EMC are recommended for further development 

and testing. Even though they both performed subjectively well, objective verifications showed 

that the models had a wet bias throughout the duration of the experiment, which was usually 

wetter than the NAM-Nest. This wet bias must be addressed before the models can go into 

operations. Additionally, as already stated, the FV3-SAR is not yet similar enough to the 

FV3-Nest to be considered as an alternate for the FV3-Nest. Lastly, although the FV3-SAR-GSD 

was not available for a good portion of the experiment, evaluation of the model on the days it 

was available suggest that it needs a significant amount of further testing and development 

before becoming operational.  

Ensemble Model Guidance 

There were two ensemble products that were evaluated during the 2019 FFaIR 

Experiment, the PMM and the LPMM. The model products were 6 h forecasts, valid from 1800 

UTC to 0000 UTC. For subjective verification, evaluation was focused over a smaller sub-domain 

that was usually collocated with the domain for same day’s PPF1 while the objective 

verification (MODE statistics) was done over the entire CONUS. The ensemble guidance that 

was analyzed can be found in Table 1; note that the NCAR Ensemble, though listed, will not be 

evaluated because it was only available during one week of the experiment. Additionally, as 

shown in Table 1, all ensemble guidance was initialized at 00z except one of the PMM products. 

This is because the HRRRE model group provided 00z and 12z runs for evaluation. The 12z run 

was only analyzed for the PMM product, and hereafter when discussing the PMM results the 

HRRRE guidance will be referred to by the initialization time: HRRRE 00z and HRRRE 12z.  
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Analysis of the Subjective Verification 

The HREFv3 received the highest total average subjective score for both the 6 h QPF 

PMM and LPMM guidance during the experiment; with an average of 5.67 and 6.38 

respectively. As can be seen in Table 7, the total averages for the experiment for all of the 

ensemble products evaluated were above a 5. Additionally, each ensemble’s LPMM total 

average exceeded their PMM’s total average, suggesting that the participants preferred the 

LPMM guidance. However, the largest takeaway from the subjective verification was the 

overwhelming preference for the HREFv3 in general, with the total average for the PMM from 

the HREFv3 exceeding the total averages not only for the PMM averages of all the other models 

but also the LPMM total averages of all the other models.  

That being said, it is important to note that the HREFv3 was available to evaluate more 

times than any other ensemble. The HREFv3 had 194 total scores throughout the experiment 

compared to the HRRRE 00z which was evaluated 159 times. However the influence this had on 

the results was likely minimal. Looking at Table 7 and Figs. 45-47 it can be seen that HREFv3 

score distribution was skewed towards higher end scores while the HRRRE and SSEF forecasts 

where skewed towards lower end values. For instance, the PMM product had nearly the same 

percentage of scores exceeding or equal to 7.5 (~16%) for the HREFv3, SSEF and HRRRE 00z 

ensembles. However when evaluating the lower end scores (<3.5) for these three ensembles 

only, 8% of the scores from the HREFv3 were less than 3.5 while 22% from the SSEF and 18% 

from the HRRRE 00z fell within this range. This further supports the conclusion that the HREFv3 

performed the best according to the subjective results.  

Despite the notable shift in the lower bounds of the subjective scores between each 

ensembles’ PMM and LPMM products that can be seen in Table 7 and Fig. 45, the same trend 

was not seen when focusing specifically on higher end scores.  Both the PMM products for the 

HRRRE 00z and the SSEF received a greater number of scores at or exceeding 7.5 when 

compared to their LPMM guidance, though the differences in scores varied; this was also the 

case when looking at the threshold of 8.5 or greater. The HRRRE 00z had the largest difference 

between the two products, with 25 instances in which the PMM guidance received a rating of 

7.5 or higher but only 17 instances when the LPMM guidance did. The difference seen between 

the two products in this score range for the SSEF was much smaller, the SSEF PMM and LPMM 

guidances received a total of 26 and 24 respectively. Contrasting this, the number of scores 

exceeding or equal to 7.5 for the LPMM product from the HREFv3 doubled when compared to 

its PMM counterpart, 60 vs 30.  
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Table 7: ​The total subjective average and  median for the PMM and LPMM QPF ensemble 

products, along with the number of times each product received a score equal to or 

exceeding 7.5 and 8.5 and received a score less than 3.5 and 2.5 throughout the duration 

of the experiment.  

 

 

Figure 45: ​The total number of times each 6 h QPF PMM ensemble product received a score that fell 

within a range of values throughout the 2019 FFaIR experiment. Along the bottom of the graph is the 

name of the ensemble, in parenthesis the total number of times the guidance was evaluated. 
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Figure 46: ​The total number of times each 6 h QPF LPMM ensemble product received a score that fell 

within a range of values throughout the 2019 FFaIR experiment. Along the bottom of the graph is the 

name of the ensemble, in parenthesis the total number of times the guidance was evaluated. 

This puzzling result is most likely due to the order in which the ensemble products were 

shown.  Addressing the latter influence first, throughout the experiment the participants noted 

that they often adjusted their scoring based off the score they gave to the first product shown. 

Simply put, they had trouble scoring the models/ensemble products only against observations. 

Instead they often compared the model/ensemble they were evaluating to other 

models/ensembles and tried to determine if the current model missed or hit the same events 

as the previous product.  This often led them to say things like “I should not have given such a 

high score to the last model, this one is way better” or “I am running out of room to score 

models lower” or “wow, Model # did way better than Model #” or “ this LPMM product has the 

same over-forecasted max seen in the PMM product.”  Such comments have led to the 

conclusion that always showing the model/ensemble guidance in the same order leads to some 

unintended biases in the subjective verification portion of the experiment, especially when 

evaluating the LPMM QPF products.  

During the evaluation sessions of FFaIR, the order in which the PMM products were 

shown were: HRRRE 00z, HRRRE 12z, HREFv3, and lastly SSEF. The order for the LPMM guidance 

was: HREFv3, HRRRE 00z, and SSEF. As mentioned previously, analysis of the subjective scores 

shows that on average when comparing each ensemble LPMM product to its PMM product, the 

LPMM outperformed its counterpart. Additionally, as noted, the HREFv3 PMM product 

performed the best out of the ensembles evaluated during subjective verification. Therefore, it 

can be inferred that likely the best performing LPMM product should be from the HREFv3, 

which was seen. However, knowing that participants factor in how well the other 
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models/ensembles did, and including the fact that the first LPMM product they were shown 

was from the HREFv3, it is likely that the high performance from the HREFv3 negatively 

impacted the scoring for the other two ensembles, especially the HRRRE which was shown 

immediately after the HREFv3. In other words, it is highly likely that even if the participants 

thought the ensemble LPMM they were evaluating was good, if they didn’t feel it was better 

than the first one they saw they would reduce its score. Therefore it was “harder” for the SSEF 

and HRRRE 00z to receive some of the high end scores.  

One such instance in which this scenario likely occurred was on June 18 across the 

Nebraska and Kansas region. As can be seen in Fig. 48, both the HRRRE 00z products incorrectly 

forecasted the extent of rainfall exceeding 0.75 inches and had the precipitation maximum 

located along the state border rather than to the north and south of the border; this misplaced 

maximum was also seen in the HREFv3 or SSEF products. However the extent of the 

precipitation maximum was smaller in the LPMM guidance than the PMM and the rainfall 

amounts were lower. Examination of MODE at the half inch threshold (Fig. 49 ) further supports 

the idea that the LPMM was likely a better forecast over this region, with the intersection area 

percentages 46% (PMM) to 63% (LPMM). Combined, this would suggest the LPMM provided a 

better forecast and therefore would receive a higher average score than its PMM counterpart. 

However this did not occur, instead the participants gave the PMM guidance a higher average 

score than the LPMM guidance, 6.14  vs 5.86.  

 

Figure 47:​ Box and whisker plot of all the subjective scores given for the ensemble guidance evaluated in 

the 2019 FFaIR experiment. Subjective scores evaluated the 6 h QPF PMM and 6 h QPF LPMM products 

over various regions of the United States. All models were initialized at 0000 UTC, except for the HRRRE 

12z which was initialized at 1200 UTC. The 6h forecast was from 1800 UTC to 0000 UTC. 
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Figure 48: ​(A) 6 hour MRMS-GC QPE  and 6 hour PMM QPF (left column) and LPMM QPF (right column) 

from (B)-(C) HREFv3, (D)-(E) HRRRE 00z and (F)-(G) SSEF all valid 1800 UTC 18 June 2019 to 0000 UTC 19 

June 2019. Along with each product is the corresponding daily CSI at a threshold of a half inch and the 

daily average score. 
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Figure 49: ​MODE precipitation results for the 0.5 inch threshold over 6 h valid from 1800 UTC 18 June 

2019 to 0000 UTC 25 June 2019, showing the MRMS-GC QPE (shaded) compared to model QPF 

(contoured) from: (A) HRRRE 00z PMM and (B) HRRRE 00z LPMM.  Below each image are the MODE 

verification metrics for the corresponding ensemble product.  

Another instance likely occurred during the verification for July 08 (refer to Fig. 50). On 

this day the participants specifically noted that they felt all three models provided a good 

forecast. Furthermore they noted that the HRRRE 00z PMM had a good QPF footprint but was 

too light on precipitation amounts. Therefore it would stand to reason that since the HRRRE 00z 

LPMM product had a similar QPF footprint but had higher precipitation totals (which were 

closer to observed amounts) that the average score for the LPMM product would be higher. 

However, as can be seen at the top of Fig. 50, this was not the case with the PMM average 

being 7.96 and the LPMM average of 7.08. It is likely that since the HRRRE 00z LPMM product 

was shown after the HREFv3 LPMM (which received an average of 8.46) that the participants 

scored the HRRRE LPMM against the HREFv3’s performance rather than solely against 

observations. This hypothesis is further supported by the comments made by the participants 

that included: “Still good, just not quite as good as the previous ensemble.”  

It is also possible that the methodologies used by the ensembles to calculate the LPMM 

product influenced the subjective results.  Despite having the same general concept for 

determining the LPMM, the method used by the HRRRE 00z differed from the method used by 

the HREFv3 and the SSEF, which used a nearly identical method to create their LPMM products. 

However it is difficult to determine whether or not the differences in LPMM generation 

impacted the results. Therefore, further evaluation on best practices for LPMM generation of 

ensemble QPF must be done.  
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Figure 50:​  Same as Fig. 48 but valid 1800 UTC 08 June 2019 to 0000 UTC 09 June 2019. 
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Analysis of the Objective Verification 

Similar to the results from the subjective verification for the ensemble 6 h QPF PMM 

and LPMM guidance, the objective verification results are complicated. For each of the 

thresholds for which the two products were evaluated, the PMM guidance for each ensemble 

had a higher CSI than its counterpart LPMM; this can be seen in Fig. 51. For instance, at a 

threshold of 0.5 inches, the CSI for the HREFv3 PMM was 0.138 but the CSI for its LPMM was 

0.112.  while the LPMM had no bias and the PMM had a wet bias of 1.25. Following this, the 

SSEF PMM had a CSI of 0.120 but a wet bias around 1.61, while the SSEF LPMM had a CSI of 

0.088 but only a slight wet bias of 1.14. Similar differences between the PMM and LPMM 

products’ CSI and biases were seen at the one inch threshold.  

Meanwhile the PMM and LPMM QPF guidance from the HRRRE 00z and HRRRE 12z all 

had a dry bias at the half inch and inch thresholds. Figure 51 shows that at both thresholds, the 

HRRRE 12z PMM product had the highest CSI, 0.109 and 0.047 respectively, while the HRRRE 

00z LPMM product had the lowest CSI, 0.082 and 0.024 respectively. However the lowest 

frequency bias of the three products was seen in the HRRRE 00z PMM guidance at the one inch 

threshold, having nearly no frequency bias at the one inch threshold (1.039). Seeing such a 

stark difference in the bias performance of the HRRRE products compared to the SSEF and 

HREFv3 products helps support the previous hypothesis that the method for how the LPMM is 

calculated likely influenced the results seen in the analysis of the subjective verification.  

Comparison of SREF and HREFv2 from EMC 

Similar to what was done to evaluate the utility of the FV3-SAR against the FV3-Nest, the 

SREF was compared against the HREFv2. The participants were asked the same type of 

comparison question, only instead anything less than a 5 meant the SREF was more useful and 

anything greater than a 5 the HREFv2 was more useful. The two ensembles were evaluated 

using their 24 h QPF forecasts over the CONUS.  

As can be seen in Fig. 52 the HREFv2 was overwhelmingly preferred over the SREF 

throughout the duration of the experiment. In total 93.9% of the scores were greater than a 

score 5, with 35.7% equal to or exceeding a score of 8.5. Furthermore, there were 37 times 

(18.9%) in which the participants completely preferred the HREFv2 over the SREF; i.e. giving a 

score of 10.  Opposing this, only 1.5% of the scores were less than a 5, with no scores lower 

than 3.5. Examples of a day in which the HREFv2 scored at least one 10 and a day in which there 

was at least one score favoring the SREF can be seen in Fig. 52.  
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Figure 51: ​Performance diagrams for the Day 1, 6 h PMM and LPMM QPF forecasts (1800 UTC to 0000 

UTC) valid over the four weeks of the 2019 FFaIR experiment (June 17 to July 20, 2019)  for the 

SSEF-PMM (dark green, SSEF-LPMM (pink),  HRRRE 00z-PMM (red), HRRRE 00z-LPMM (teal), 

HREFv3-PMM (yellow), HREFv3-LPMM (light green), and HRRRE 12z-PMM (purple). The precipitation 

thresholds are for: (A) 0.5 inches and (B) 1 inch. 

During verification, the participants often noted that the values from the SREF were too 

low and that it often did not provide a good representation of what had occurred. The SREF 

often had widespread light precipitation and failed to highlight regions were heavy rainfall had 

fallen. It also seemed “washed out” though they did recognize that the SREF has a lower 

resolution than the HREFv2 so they were not surprised by this. Additionally, many of the 

participants stated that they do not often use the SREF during the warm season but they do use 

it during the cold season, saying that they have noticed that it seems to perform better in the 

cold season. Lastly, they noted that although they are aware of the failings of the SREF they feel 

they do not have a better model to use in the 2 to 3 day range that provides the resolution they 

would like to use for forecasting in this time period. 

Overall, although the results from the subjective verification strongly suggests that 

participants almost always preferred the HREFv2 to the SREF when it comes to QPF, it seems as 

if the SREF still has utility. However, the utility appears to be more related to what forecasters 

are lacking in the forecast process rather than performance of the SREF itself.  It is therefore 

recommended that until there is a replacement for the SREF in the 2 to 3 day range and there is 

an ensemble that performs well in the cold season that the SREF continue to be available to the 

forecasters.  

70 



  

 

Figure 52: ​Pie chart depicting the results from the verification question comparing the SREF v HREFv2, 

showing the percentage of times in which a score was recorded within various ranges. Anything below a 

5 represents the participant finding more utility in the SREF than the HREFv2, while above the 5 means 

the HREFv2 was more useful. A score of 5 suggests they provided the same amount of utility. The “red 

slice” representing the <5 to >=2.5 range is 1.5%. 

Final Recommendations to Operations for the Experimental Ensemble Products  

All three of the ensembles evaluated during FFaIR are recommended for further testing 

and development. The HREFv3 would have been recommended for transition into operations 

but the models that go into the ensembles are not yet frozen. Therefore, it is possible changes 

to these models will impact the performance of the HREFv3. 

In regards to the LPMM, FFaIR advises that the product be readily available for NWS 

forecasters to use for all ensembles. However, before this can be done, a consensus on how to 

calculate the LPMM must be done. Based on objective and subjective results from the study, 

the method the HREFv3 and SSEF used to calculate the LPMM performed better than the 

method used by HRRRE. Therefore, this calculation should be the one the NWS uses moving 

forward. 
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Day 1 CSU-MLP ERO and experimental ERO Results 

The  two versions of the CSU-MLP EROs  (referred to as the GEFS ERO and the NSSL ERO) 

and the experimental ERO were all evaluated a variety of ways, including being compared 

against one another. However it is important to remember that a direct comparison between 

the machine learned EROs and the WPC operational ERO to the experimental ERO must be 

viewed cautiously because of the differences in the valid times of the products, with the 

experimental ERO being valid 1500 UTC to 1200 UTC rather than 1200 UTC to 1200 UTC like the 

other products. In addition, the GEFS ERO and the NSSL ERO are used to create the 

experimental ERO, and can not be considered completely independent.  

The probability of being within a certain ERO category was plotted to show the 

distribution of the various products across the CONUS throughout the experiment.   Figure 53 

shows the probability of being in a slight risk contour for all the products except for PFF3 while 

Fig. 54 shows the same probability but for a moderate risk. Comparing the chance of being 

under a slight or moderate risk contour between the CSU-MLP EROs and the experiment ERO, 

there is a notable difference between the experimental ERO and the CSU-MLP EROs. The 

experimental EROs probabilities were lowest and covered the smallest spatial extent while the 

GEFS ERO was greatest in both aspects. As can be seen in Fig. 55, this was also the case for the 

marginal risk contour. This suggests that the machine learned products might have a general 

tendency of overforecasting the flooding risk. This appears to be especially true across the 

northern Plains and northern Rockies in the NSSL ERO. This overpredicting of the flooding 

likelihood in these regions by the NSSL ERO was noted repeatedly by the participants 

throughout the experiment.  

An example of the overforecasting across the northern Rockies and the northern Plains 

was seen on June 19, 2019. Fig. 56.  shows that the NSSL ERO forecasted a marginal risk across 

a broad region along the northern states west of the Mississippi River when the practically 

perfect verification (Fig. 56D) suggests the only region that required a marginal risk was 

extreme northeastern MT. Neither the GEFS ERO nor the experimental ERO had such a large 

marginal risk across this region. Additionally, Fig. 53 and Fig. 55 show that there also appears to 

be an over forecast of the flooding risk across the Ohio River Valley and the Mid-Atlantic into 

the Northeast in the GEFS ERO. However the participants made little comment regarding this 

region being overpredicted by the GEFS ERO.  
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Figure 53: ​The probability of being under a Slight Risk contour throughout the duration of the 2019 FFaIR 

experiment for the (A) Day 1 GEFS ERO, (B) Day 1 NSSL ERO, (C) FFaIR Day 1 Experimental ERO, (D) PFF, 

(E) PFF2 and (F) the WPC Operational ERO. 

 

Figure 54:  ​Same as Fig. 53  but for the probability of being under a Moderate Risk. 
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Figure 55:​ The probability of being under a Marginal Risk contour throughout the duration of the 2019 

FFaIR experiment for the (A) Day 1 GEFS ERO, (B) Day 1 NSSL ERO, (C) FFaIR Day 1 Experimental ERO and 

(D)  WPC Operational ERO. 

 

Figure 56:​ (A) GEFS ERO, (B) NSSL ERO, (C) FFaIR Experimental ERO, (D) Practically Perfect analysis and 

(E) 24 h MRMS-QPE. (A), (B), (D), and (E) are all valid from 1200 UTC 19 June 2019 to 1200 UTC 20 June 

2019 and (C) is valid 1500 UTC 19 June 2019 to 1200 UTC 20 June 2019. (A)-(C) the contour coloring 

follows Table 2. The dots plotted on top of the EROs represent where QPE > FFG (green), QPE > ARI 

(purple), and flooding/flash flooding storm reports (orange). (D) the purple shading corresponds to a 

marginal, blue to a slight, green to a moderate, and orange to a high risk .  11

11 Additional information about the practically perfect analysis can be found in Section 3. 
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Analysis of the Subjective Verification 

Figure 57 shows how each of the three experimental EROs subjectively performed over 

the course of the experiment. The ERO produced daily by the FFaIR participants had the highest 

average total score (6.7) followed by the GEFS ERO (6.07) and then the NSSL ERO (5.76). The 

experimental ERO also had the highest weekly average each week.  This suggests that the 

participants felt that their forecasts usually improved upon the machine learned products. An 

example of this can be seen in Fig. 58, where the average daily score for the June 17th forecast 

was 6.33 for the GEFS ERO, 4.54 for the NSSL ERO, and 7.46 for the experimental ERO.  

Despite the FFaIR ERO generally outperforming the machine learning EROs there were a 

few times in which the participants felt the machine learned forecasts were on par or better 

than their ERO forecast. An example in which the participants felt all three EROs were good 

forecasts was the June 17-18 forecast seen in Fig. 58, though they felt the NSSL ERO was the 

best, receiving an average subjective score of 7.6. The FFaIR ERO had an average score of 7.24 

while the GEFS ERO had a 7.09 for this event. Figure 59, on the other hand, shows a time in 

which the participants felt the FFaIR ERO performed poorly. For this forecast, July 10-11, the 

participants decided not to include the Ohio River Valley in a flooding risk despite both of the 

machine learning ERO highlighting at least a marginal threat, with the NSSL ERO suggesting a 

slight risk from MO to IN. Based on the practically perfect analysis, the NSSL’s forecast appears 

to have been superior because the practically perfect suggests a slight risk was warranted for 

the area. The participants generally agreed, giving the NSSL ERO an average score of 7.43. The 

GEFS ERO was considered the next best, receiving an average of 5.71 while the FFaIR ERO was 

considered the worst, getting an average score of 4.64. 

 

Figure 57:​ The total average score and the weekly average scores for the Day 1 ERO from the GEFS-MLP 

(purple), NSSL-MLP (blue), and the experimental FFaIR forecast (green).  
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Figure 58​: Same as Fig. 56 but valid 17 June 2019 to 18 June 2019. 

 

Figure 59:​ Same as Fig. 56 but valid 10 July 2019 to 11 July 2019. 

Consistent with the average subjective ratings, participants felt that the areal extent of 

the risk areas from the machine learned forecasts was too large, particularly for the marginal 

risk. They felt this led to a high false alarm rate. There were many times participants stated they 

thought the marginal risk captured the overall rainfall pattern but not necessarily the flood risk. 

Because of this, their process for creating the ERO often began by looking at what parts of the 

marginal contours in the machine learned ERO they wanted to “get rid of” or what cohesive risk 

regions they wanted to separate. Both Fig. and Fig. (June cases) are examples of how the FFaIR 

participants separated the large marginal risk from the machine learning EROs (especially the 

one from the NSSL) into two separate regions. 
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Analysis of the Objective Verification 

The experimental products were examined objectively a variety of ways, including 

comparing the experimental EROs against the WPC operational ERO. Additionally two sets of 

verification criteria were used, FFG only (QPE > FFG) and the UFV (QPE > FFG, QPE > ARI, and 

flooding/flash flooding storm reports; referred to as “All” in chart legends.  The following 

discussion will focus on the results using the UFV criteria unless otherwise specified.  

Evaluation of the bulk Brier Score and the bulk AuROC  suggests that the various EROs 12

performed about the same throughout the experiment. Figure 60 shows how small the 

differences in these scores were. The bulk Brier Score (lower values indicate less error) for both 

the operational and experimental ERO was a 0.015, while the GEFS ERO had a score of 0.0152 

and the NSSL ERO had the “best” score at 0.0148. Meanwhile the AuROC scores suggest the 

“best” EROs (higher values are better) were the experimental ERO and the GEFS ERO, each with 

a value of 0.81, followed by the operational ERO (0.82) then the NSSL ERO (0.84). Note that 

AuROC measures the ability of the forecast to discriminate between events and non-events, 

while Brier Score measures the magnitude of the probability forecast errors (i.e. they measure 

two different things). Overall these results suggest that all the EROs performed well during the 

course of the FFaIR experiment, with no one ERO significantly performing better than any 

other. 

Using the Brier Skill Score (BSS) as a verification metric however indicates that the WPC 

operational ERO outperformed all other EROs.  Figure 61 shows the experimental FFaIR ERO 

BSS, the GEFS ERO BSS, and the NSSL ERO BSS all referenced against the operational WPC ERO, 

where a negative value means the operational ERO performed better and a positive value 

means it performed worse. As can be seen in Fig. 61A , for the majority of the days of the 

experiment, the operational ERO performed better than the experimental FFaIR ERO. There 

were six days, however, in which the experimental FFaIR ERO outperformed the operational 

ERO, though this was never by a large amount. Figure 61B-C  shows how the GEFS ERO and 

NSSL ERO compared against the operational ERO. As can be seen, the GEFS ERO only performed 

better than the operational ERO three times throughout the experiment, with the NSSL ERO 

only outperforming the operational ERO twice.  Additionally, there was one day, July 18, in 

which the machined learned products noticeably underperformed. Each ERO for this day can be 

seen in Fig. 62 along with the 24 h QPE and the practically perfect analysis. As can be seen, on 

this day both the GEFS and NSSL EROs forecasted a moderate risk across the Midwest and 

highlighted a flooding risk in regions along the Mexico border. The NSSL ERO also included a 

12 Au: Area under the curve; ROC: Receiver Operating Characteristic. ROC measures the ability of the forecast to 
discriminate between events and non-events. AuROC integrates the area under the curve to produce a single 
value.  
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marginal risk in the Northern Rockies.  Verification shows that in all these instances the 

machine learned products over forecast the flooding threat.  

 

Figure 60:​ (A) the bulk Brier Scores and (B) bulk AuROC for the WPC operational ERO, the FFaIR 

experimental ERO, and the CSU-MLP EROs from the GEFS and the NSSL as well as the PFF1 and PFF2. 

Each product was verified against FFG only and using the UFV system.  

  

Figure 61​: The daily Brier Skill Score throughout the FFaIR Experiment referenced against the operational 

ERO for the (A) FFaIR experimental ERO, (B) GEFS ERO, and (C) NSSL ERO. The green line is using only FFG 

for verification and the blue line is using the UFV system for verification. The negative values mean the 

operational ERO had better skill. 
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Figure 62:​ (A) 24 h MRMS-QPE, (B) Practically Perfect, (C) WPC operational ERO, (D) FFaIR experimental 

ERO, (E) GEFS ERO, and (F) NSSL ERO all but (D) valid 1200 UTC 9 July to 1200 UTC 10 July. (D) valid 1500 

UTC 9 July to 1200 UTC 10 July.  (C)-(F) the contour coloring follows Table . The dots plotted on top of the 

EROs represent where QPE > FFG (green), QPE > ARI (purple), and flooding/flash flooding storm reports 

(orange). (B) the purple shading corresponds to a marginal, blue to a slight, green to a moderate, and 

orange to a high risk. 

The Day 1 fractional coverage for each ERO can be seen in Fig. 63. Fractional coverage is 

used to assess the calibration of the forecasts and when binned by ERO category is analogous 

to a reliability plot. In general, the results from the fractional coverage suggests that the 

machine learning products are well calibrated when it comes to identifying slight risks but fall 

on the low end or just below the probabilistic definition for marginal and moderate risks. It is 
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likely that the CSU methods are producing too large or displaced areas for these risk categories, 

especially in regards to the NSSL marginal risk. This helps support the comments made by the 

participants stating that they noticed that the NSSL seemed to over forecast the risk of flooding 

in the Northern Rockies and Northern Plains.  

Opposing this, both the operational and experimental FFaIR EROs appear to be well 

calibrated at the marginal risk threshold. The operational and experimental FFaIR EROs produce 

fractional coverage values above their probabilistic definition for slight, suggesting that 

forecasters did not produce enough slight areas or drew slight areas that were too small.  Even 

so, the experimental FFaIR ERO moderate risk seems to be well calibrated, performing better 

than the operational moderate risk. Finally, the operational ERO is calibrated for slight with 

100% fractional coverage, but not with the experimental FFaIR ERO, although the sample size is 

limited at this threshold. Neither of the machine learned ERO issued a high risk, while a high risk 

was only issued once for the experimental ERO; issued on June 21 and can be seen in Fig. 2A.  

 

Figure 63: ​The fractional coverage of the 2019 Day 1 (A) WPC operational ERO (purple) and FFaIR 

experimental  ERO (blue) and (B) GEFS ERO (purple) and NSSL ERO (blue) for each probabilistic category. 

Green horizontal lines represent the lower defined bound for each threshold and red horizontal lines 

represent the higher defined bound. A calibrated forecast should lie between the two bounds. 

Final Recommendations for CSU First Guess Fields for Day 1 ERO 

Both of the CSU-MLP first guess fields are recommended for further testing and 
development. Although both the GEFS and NSSL Day 1 EROs performed well and the 
participants responded favorably to them,  there are a few issues that need to be addressed. 
The first is the over forecasting seen in the NSSL ERO across the Northern Rockies and Northern 
Plains.  Not only is this impacting the reliability of the product at lower risk thresholds, it likely 
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impacting it at higher risk thresholds as well. Furthermore, the over forecasting is influencing 
how the participants respond to the product when it highlights a slight and/or moderate risk 
across these regions. Often forecasters would reduce the CSU product by one probabilistic 
category (e.g. reduce a moderate to a slight). The GEFS ERO generally also over forecasts, 
though is somewhat more reliable than the NSSL ERO. 

Analysis of FFaIR PFFXs 

Although the PFFX products are for research purposes only and are not planned to 

become operational, their forecast performance throughout the experiment will be briefly 

discussed. During the course of the analysis it is important to remember that a direct 

comparison between three PFFs can not truly be done because of the differences in the areal 

coverage of the products and the amount of time the products are valid for (6 h vs 3h). 

Additionally, keep in mind the valid times differ as well, with the PFF1 valid 1800-0000 UTC, the 

PFF2 valid 0000-0600 UTC and the PFF3 is only valid 2100-0000 UTC. 

Focusing on the PFF products, Fig. 64 shows that over the course of the experiment 

PFF3 received the highest average score (6.35) followed by PFF1 (5.85) and then PFF2 (5.7). 

However, when looking at the weekly averages, it can be seen that the PFF3 forecast was not 

always the highest performing PFF. For instance, during Week 2 the PFF1 received the highest 

average score, 5.56, with the PFF3 having the second highest (4.26) and lastly the PFF2 (3.66). 

Another takeaway from Fig. 64, is that lowest weekly score also varied among the forecasts.  

Additionally, there was a large spread in the scores seen for each of the PPFs throughout 

the experiment. The box and whisker plots in Fig. 65 summarizes this. As can be seen, all three 

PFFs received scores higher than 8.5 and lower than 2.5 during the course of the experiment, 

though the PFF3 saw the least amount of these low-end numbers. The large spread in the 

products’ scores, along with the variance in weekly average scores, was likely driven by event 

predictability. For instance, the pattern on July 9 featured a 1006mb low over the Northern 

Plains with precipitation wrapping around the low. Guidance was consistent on this feature and 

the potential for isolated heavy rainfall. Therefore, as can be seen in Fig. 66, all three PFFs 

issued that day were associated with this feature; the experimental ERO is also included in 

Fig. 67 to illustrate the 24 h total rainfall from the event. During this event, all the PFF forecasts 

verified well subjectively with average scores of 8.56 (PFF1), 8.56 (PFF2), and 9.51 (PFF3).  
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Figure 64:​ The total average score and the weekly average scores for PPF1 (pink), PFF2 (blue), and PFF3 

(green) during the course of the 2019 FFaIR experiment. 

 

Figure 65: ​Box and whisker plot of the subjective scores given during the duration of the 2019 FFaIR 

experiment for the PFF1, PFF2, and PFF3.  
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Figure 66: ​Left column is all three of the PFFs issued on July 9 by the participants where (A) is PFF1, (C) is 

PFF2 and (E) is PFF3. The dots plotted on top of the PFFs represent where QPE > FFG (green), QPE > ARI 

(purple), and flooding/flash flooding storm reports (orange). Right column is the QPE valid (B) 1800 UTC 

9 July 2019 to 0000 UTC 10 July 2019, (D) 0000 UTC to 0600 UTC 10 July 2019 , and (F) 2100 UTC 9 July 

2019 to 0000 UTC 10 July 2019. 
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Figure 67: ​(A) FFaIR experimental ERO, (B) 24 h MRMS-QPE and (C) Practically Perfect analysis all valid 

1500 UTC 9 July to 1200 UTC 10 July.  (A) the contour coloring follows Table 2. The dots plotted on top of 

the EROs same as Fig. 66. (C) Practically perfect analysis. 

Another factor driving the spread in the scores, especially in regards to the PFF2, was 

the forecast hour of the models/ensembles that was used as guidance for the product. During 

the course of the experiment, the majority of the guidance used were 00z runs. Therefore the 

participants were attempting to issue a forecast using CAM data at forecast hours 24 to 30; This 

issue was briefly mentioned above in Section 4 and, as was noted before, it is challenging for 

CAMs to produce a reliable forecast that far out in time. Because of this, the participants were 

often reluctant to issue anything more than slight risk for the PPF2, only issuing a moderate risk 

for 6 out of the 20 days of the experiment and a high risk only once. This also resulted in 

difficulty properly forecasting the timing of events. For example, the PFF2 issued on July 18, 

valid 0000 UTC to 0600 UTC July 19 can be seen in Fig. 68 attempted to capture the heavy rain 

event that occurred over extreme southeastern MN. CAM guidance was suggesting the event 

would occur during the PFF2 timeframe, thus the participants issued a PFF2 from southeastern 

MN, across central WI and into northeastern MI. However the forecast did not verify because 

the models were too progressive with the event. As can be seen in Fig. 68B the heaviest rainfall 

and flooding occurred over the following 6 h time period, from 06z to 12z. Participants the next 

day noted that they likely would not have missed the event if they had access to more recent 

model runs. This was a common complaint throughout the experiment.  
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Figure 68: ​(A)-(B) 6 h QPE with the PFF2 overlayed on (A). (C)-(D) Local storm flooding, flash flooding, and 

heavy rainfall reports. Valid 0000 UTC to 0600 UTC (left) and0600 UTC to 1200 UTC (right) 19 July 2019. 

Lastly, objective verification was only done for PFF1 and PFF2. Referring back to Fig. 60, 

it can clearly be seen that the PFF1 outperformed in the PFF2 in regards to both the Bulk Brier 

Score and the AuROC.  This is not surprising due to the already discussed issues with using CAM 

data at forecast hours 24 to 30 to predict regional flooding events.  However, the Brier Score 

time series plots of PFF1 and PFF2 (Fig. 60A) , show that there were some days where the PFF2 

outperformed the PFF1. One example of this was the forecast from June 19, which can be seen 

in Fig. 69. As can be seen on this day, the participants missed all the flooding that occurred in 

Ohio for PFF1 but had high confidence of a heavy rainfall event in the evening/overnight hours 

in northeastern Texas for PFF2.  

Comparing PFF Brier Score is not entirely valid because often the PFF1 and PFF2 were 

not located over the same region, had the same size, or were never valid at the same time. This 

can be seen in Fig. 69,  where PFF1 spans eastern Great Lakes region while PFF2 focuses on a 

small region along the eastern border of TX and OK. Instead, a slightly better comparison might 
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be to examine their calibration through fractional coverage of the verifying UFV, which can be 

seen in Fig. 70. This shows that both products are not well calibrated, but the fractional 

coverage does exhibit some resolution between each threshold (i.e. there is a difference in 

fractional coverage between slight and moderate). That being said, it is possible that the 

forecast themselves aren’t necessarily the issue but rather the percentage thresholds selected 

for slight, moderate, and high. Using the same probabilistic thresholds for the chance of 

flooding in a six hour time frame compared to a  24 hour time frame might be skewing the 

results and the FFaIR team should look into these impacts to determine if the PFF products 

need to redefined. 

 

Figure 69: ​Left column: the two PFFs issued on June 19 by the participants where (A) is PFF1 and (C) is 

PFF2. The dots plotted on top of the PFFs represent where QPE > FFG (green), QPE > ARI (purple), and 

flooding/flash flooding storm reports (orange). Right column: 6 h QPE. Top row: valid 1800 UTC 19 June 

2019 to 0000 UTC 20 June 2019. Bottom row: valid 0000 UTC to 0600 UTC 20 July 2019. 
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Figure 70: ​(A) the daily Brier Score of the PFF 1 and PFF2 throughout the FFaIR experiment. Any missing 

points means that the participants decided not to issue a PFF. (B) the fractional coverage of the PFF1 

(purple) and PFF2 (blue) for each probabilistic category. Green horizontal lines represent the lower 

defined bound for each threshold and red horizontal lines represent the higher defined bound. A good 

forecast should lie between the two bounds. 

CIRA CSU Total Precipitable Water and Advected Layer Precipitable Water 

Products 

Throughout the experiment the participants were also able to utilize satellite and model 

derived precipitable water products provided by CSU-CIRA to aid in the forecasting process. 

Some of these products, like the Blended Total Precipitable Water (BTPW) and the Advected 

Layer Precipitable Water (ALPW) products are semi-operational while others, like the Merged 

Total Precipitable Water v1.0 (Merged TPW) and the various model derived layer precipitable 

water and difference products, are experimental; more information about these products can 

be found in Appendix C. Analysis of these products was purely subjective. 

Merged vs Blended Total Precipitable Water 

To determine if the new method of deriving TPW from satellites provides more detail 

and is more accurate than the current, semi-operational BTPW method, the Merged TPW 

product was compared against the BTPW product. This was done using the comparison 

question, where less than 5 means the BTPW is more useful, greater than 5 means the Merged 

TPW is more useful, and 5 means they provided the same information. An example of the two 

products can be seen in Fig. 71. Note that BTPW product is in inches while the Merged TPW 

product is in millimeters. 
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Figure 72 shows that overall the participants preferred the Merged TPW product over 

the BTPW product, with only 4% of the total scores being less than 5. It was also rare (only 14% 

of scores) that the participants felt that the two products were equally useful. The Merged TPW 

was generally preferred over the BTPW because the participants liked that it seemed to provide 

finer detail in the TPW gradient and had less discontinuities within the TPW field. They also 

noted that the Merged TPW seemed to be more realistic. However, despite the seemingly 

overwhelming preference to the new product, the participants noted that they had trouble 

with this question because the two different products were solely compared to one another but 

not against observations. They often stated that “they did not know which one was right” 

because there were no observations to verify the products with.  

The discontinuities the participants noted were likely the result of the time differences 

from each pass of the polar orbiting microwave retrievals used to create the BTPW product. 

Such discontinuities are not present in the Merged TPW product because it uses a mix of 

GOES-16 TPW and the polar orbiting microwave retrievals which are advected using GFS winds. 

An example of this can be seen in Fig. 71,  with the three regions highlighted are where 

noticeable discontinuities can be seen in the BTPW (Fig. 71A) but no such discontinuities were 

seen in the new Merged TPW product  (Fig. 71B). The discontinuities are especially apparent 

along the northern CONUS into Canada, highlighted by the pink rectangle.  

In addition to comparing the BTPW and Merged TPW products, the participants were 

also shown an alternate way of viewing the Merged TPW, which can be seen in  Fig. 73. The 

difference between the two plots was in the color table that was used. Rather than a bright red, 

yellow, green, blue color scale that is seen in Fig. 71, the alternative product consisted of more 

colors, that were shaded darker with smoother transitions between values, allowing for more 

distinct identification of sharp moisture gradients.  Although no official question was asked 

about the participants’ thoughts on the alternative way to plot the Merged TPW product, the 

general feedback when using the product was that they preferred the alternative color scale. 
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Figure 71: ​An example showing the discontinuities noted by the participants between the (A) BTPW 

product and the (B) Merged TPW product. The pink circles and rectangle highlight areas were differences 

between the two products were seen. (A) BTPW units are in inches while (B) Merged TPW is in mm. The 

images are valid at 15 UTC on July 11, 2019. 
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Figure 72: ​Pie chart depicting the results from the verification question comparing the BTPW and Merged 

TPW v1.0 products, showing the percentage of times in which a score was recorded within various 

ranges. Anything below a 5 represents the participant finding more utility in the BTPW than the Merged 

TPW, while above the 5 means the Merged TPW product was more useful. A score of 5 suggests they 

provided the same amount of utility. 

 

Figure 73: ​Example of the alternative color scale for the Merged TPW. Valid at the same time as Fig 71. 
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HRRR Difference Fields for Advected Layer Precipitable Water 

Participants were also asked their opinion of the HRRR  difference field product, which 13

is designed to convey the differences between the 3 h HRRR forecast ALPW and observed 

ALPW. For this product, four layers are plotted: surface to 850 mb, 850 mb to 700 mb, 700 mb 

to 500 mb and 500 mb to 300 mb. During evaluation of the product, the participants were 

shown all 4 layers but asked to focus on the 700 mb to 500 mb and 500 mb to 300 mb layers. 

Additionally, the participants were not tasked with scoring the product but rather they were 

asked for general feedback about the utility of the product and whether or not they can infer 

information about the HRRR QPF from the product (i.e. if the HRRR ALPW was greater than 

observed in a location does that mean an over forecast in QPF in that region). The evaluation 

was done by showing the participants the 3 h QPE and the HRRR 3 h QPF valid at the same time 

(1500 UTC). This was done so the participants could identify where the HRRR forecast varied 

from observations; an example can be seen in Fig. 74. They were then shown the HRRR ALPW 

difference field (Fig. 75) valid at the same time and asked to discuss the previously stated 

topics.  

 

Figure 74:​ (A) 6 hour MRMS-GC QPE and (B) HRRRv3 forecasted 6 hour QPF valid 1200 UTC to 1500 UTC 

09 July 2019.  

13 The operational HRRR (HRRRv3) is used for this product. 
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Figure 75: ​HRRRv3 3 h forecast ALPW minus the CIRA ALPW (mm) valid at 1500 UTC 09 July 2019. (A) 

500-300 mb, (B) 700-500 mb, (C) 850-700 mb, and (D) surface to 850 mb.  

Feedback about the product overwhelmingly suggests that the participants did not find 

the product useful in the forecasting process for heavy rainfall. In general, participants stated 

that they could see the utility of the product for researchers and developers but that as 

forecasters they would not use the product. Some noted that it would take extensive training to 

learn to use the product effectively and felt they could get an idea if the model was running wet 

or dry by doing a visual comparison of the QPF to radar or MRMS. They also stated that models 

usually have a wet bias in precipitable water, so they were unsure how seeing this bias depicted 

would help in the forecast process or what to infer about how it will impact the QPF. 

Furthermore, they noted that there are other factors that drive QPF, and not just ALPW, so 

looking at just one product does not provide enough information to make any assumptions 

about the model over/under forecasting precipitation. Participants however did state that the 

product helps them quickly identify if the model is too fast/slow with features like a front or a 

MCS. Though again they stated they could get the same information by comparing model data 

with radar data.  

Elaborating on the difference fields utility in the research realm, many felt that the 

product would help the developers better understand the model climatology and tendencies. 

This information then could be used to help improve upon the mid- and upper layers of the 

atmosphere simulated within the model, which is generally hard to verify. There was also 

discussion of using the product for case studies, though exactly how the product would be used 

in the study is beyond the scope of FFaIR. 
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Final Recommendations for CIRA CSU Satellite Products 

The new Merged TPW v1.0 product showed great promise, was well received by the 

participants and was nearly always preferred over the operational BTPW. However, before it 

can be made operational, additional verification must be done to ensure the satellite derived 

product is correctly representing the atmosphere, which could be done using radiosonde data. 

As for the HRRR APLW difference fields, it is recommended that the product continue to be 

developed but with the goal of use in research rather than operations.  

6.  Summary  

The seventh annual FFaIR experiment heavily focused on CAM models and ensembles 

with the newly implemented FV3 core. This included the new version of the HREF (version 3) 

which switched out the poorest performing NMMB member for the FV3-SAR produced at EMC. 

The newest versions of the HRRR and HRRRE, which do not have the FV3 core, were also 

evaluated. In addition to model and ensemble data, the 2019 FFaIR experiment also examined 

two CSU Machine Learning First Guess Fields for the Day 1 ERO product, one trained on the 

NSSL-WRF model and the other on the GEFS Reforecast. The experiment also assessed the new 

TPW product from CSU-CIRA as well as their HRRR ALPW difference product.  

Although most of the guidance and tools analyzed during FFaIR received positive 

feedback from the participants and performed relatively well when evaluated using objective 

metrics, nearly every product/tool is being recommended for further testing. As can be seen in 

Table 8, only the ​HRRRv4​ is being recommended for transitions to operation, albeit 

conditionally. Before it can be implemented, retrospective runs and testing of the model must 

be done to ensure the bug fix in mid-July did not negatively impact model performance. Various 

items that need to be addressed before any of the other products and tools can be transitioned 

to operations are highlighted in the following bullet points. 

● Both the ​FV3-Nest​ and the ​FV3-SAR​ from EMC performed well based on the subjective 

scores given by the participants. The FV3-Nest narrowly outperformed the FV3-SAR in 

both the 24 h and 6 h QPF subjective verification. Despite the high scores from the 

subjective portion of the experiment, when evaluated using objective metrics, the 

FV3-Nest and FV3-SAR performance was not as impressive. Most notable was the high 

wet bias seen in both models, which at the 1 inch threshold was higher than the wet 

bias seen in the NAM-Nest. Therefore, until the wet bias is addressed the models should 

not be transitioned into operations. 

● The ​FV3-SAR-GSD​ from ESRL/GSD differed from the EMC FV3-SAR in the physics suite 

that was used; see Appendix C. Although the model was only available at a limited 
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capacity during the FFaIR experiment, objective and subjective results indicate that 

FV3-SAR-GSD underperforms in comparison to the FV3-SAR from EMC.  

● The ​HREFv3 ​was the best performing ensemble both objectively and subjectively and 

would have been recommended for transition into operations. However, the models 

that the HREF are comprised of are not all frozen (e.g. the model dynamics are still being 

tested and altered). The still fluid nature of the models that form the HREFv3 could 

impact model performance in the future. Therefore, until the models are frozen, the 

HREFv3 must continue to be evaluated. 

● Per recommendation from the 2018 FFaIR Experiment, partners providing ensemble 

data to be evaluated in 2019 FFaIR were asked to produce a ​LPMM​ product. All three of 

the ensembles assessed, the ​HREFv3​, ​HRRRE​, and the ​SSEF,​ supplied this product. Like 

last year, overall the product was preferred by the participants over the PMM. However 

objective results suggest that LPMM performance is somewhat dependent on how the 

LPMM is calculated. Analysis of ensemble biases showed that the LPMM products from 

the SSEF and HREFv3 had a lower bias their respective PMM products while the HRRRE 

LPMM had a higher bias compared to its PMM. Therefore the FFaIR team suggests that 

the method used by the SSEF and HREF be the method used for LPMM calculations and 

be the product be produced by all operational ensembles. 

● The ​CSU-MLP First Guess Day 1 ERO​ products were well received by the participants 

and participants felt that the guidance provided a great “starting spot” for creating the 

experimental FFaIR ERO. However, there are a few regions across the CONUS that the 

products do not appear to be well-calibrated for, such as the Northern Rockies and 

Northern Plains in the NSSL ERO product. Further refinement of the how the flooding 

risk is determined should be done in these regions. These refinement will likely help 

with the calibration of the marginal risk, which was generally too large spatially for both 

the NSSL and GEFS products.  

● The ​CSU-CIRA​ ​Merged TPW v1.0 ​appears to have improved upon the operational BTPW 

but needs to be further verified against observations to determine if the new method of 

deriving the TPW from multiple satellites and combining them is accurate.   

● The utility of ​CSU-CIRA HRRR ALPW Difference ​product was not fully understood by the 

FFaIR participants and they felt the product would not aid them in their forecasting 

process. They did however feel that the product would be highly beneficial to model 

developers. 
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Table 8: ​Research to Operations Transition Metrics for the 2019 FFaIR Experiment. 
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Appendix A 

FFaIR 2019 Participants 

Table A.1:​ List of the participants for each week of the 2019 FFaIR Experiment. Note the experiment did 

not run during the week of the Fourth of July. 

 

*split the week 

**only there part of the week 

***visiting student/intern 
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Go-To Meeting Forecasters 

Table A.2: ​List of the participants that volunteered to do the daily Go-To meeting highlighting the 

forecast challenges of the day, the experimental guidance and tools being evaluated in FFaIR, and the 

experimental FFaIR ERO and PFF1.  
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Appendix B 

FFaIR 2019 Forecast Areas and Significant Events 

Table B.1: ​Forecast areas and events for the first week of FFaIR taking place June 17-21, 2019. 
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Table B.2:​ Forecast areas and events for the second week of FFaIR taking place June 24-28, 2019. 
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Table B.3:​ Forecast areas and events for the third week of FFaIR taking place July 08-12, 2019. 
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Table B.4:​ Forecast areas and events for the fourth week of FFaIR taking place July 15-19, 2019. 
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Appendix C 

Operational and Experimental Guidance used in FFaIR 2019 

C.1 Operational and Experimental Flood Guidance 

The 2019 FFaIR Experiment made use of products that are routinely used by the WPC in 

operations, such as: the River Forecast Center’s (RFC) Flash Flood Guidance (FFG) and 

precipitation Average Recurrence Intervals (ARI).  An in-depth discussion of the guidance that 

was used can be found in the following  subsections. 

 Flash Flood Guidance (FFG) 

FFG is a guidance product that is issued by each individual RFC (see Fig. C.1a for the RFC 

domains) that estimates how much rain over various time-scales would need to fall in order for 

small streams to overflow their banks. For example, if the 3 h FFG is 2 inches then it is expected 

that flooding on small streams will begin to occur if 3 h precipitation totals exceed 2 inches. 

FFG products are generally produced every 6 hours for 1 h, 3 h, and 6 h timescales but can be 

updated as the RFC sees fit. The FFG system itself is designed to be based off soil moisture 

conditions and independent of any rainfall-runoff model.  Each RFC uses one of four methods to 

produce the FFG for their domain: Lumped Flash Flood Guidance (LFFG), Gridded Flash Flood 

Guidance (GFFG), Distributed Flash Flood Guidance (DFFG), and the Flash Flood Potential Index 

(FFPI). This results in inconsistencies between each RFC’s domain. To combat these 

inconsistencies, the WPC applies a stitching method to create a 5 km CONUS FFG grid; this grid 

was used during FFaIR. An example of a CONUS-wide FFG product can be seen in Fig. C.1b. 

 

Figure C.1:​ ​(A) The domain for each NWS RFC (NOAA/NWS/​https://water.weather.gov/precip/rfc.php​) 
and (B) an example of a 1 h FFG product on the WPC 5 km mosaic grid, valid on 3 April 2019 at 1800 UTC 

(​https://preview.weather.gov/edd/​).  
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Precipitation Average Recurrence Intervals (ARI) 

The WPC uses precipitation ARIs to determine flooding threats across the CONUS. The 

ARIs are generated statically from rain gauge climatology. Across most of the CONUS the 

climatology data is from the NOAA Atlas 14 Climatology. This includes the Northeast, which 

received an update of the climatology data to NOAA Atlas 14 in the fall of 2015 and TX, which 

was updated in 2018. The only region not covered by the NOAA Atlas 14 is the Northwest, 

which is defined as WY, MT, ID, OR, and WA. Since Atlas 14 can not be used in this region, the 

thresholds for the ARIs are derived from NOAA Atlas 2 (Herman and Schumacher 2016); visit 

either of the following links for more information: ​PFDS_1​ or ​PFDS_2​.  

Precipitation ARIs are defined as the “average time between cases of a particular 

precipitation magnitude for a specified duration and a given location; the term is associated 

with the analysis of partial duration series” (​NOAA Glossary​). In other words, ARIs depict how 

frequently ( i.e. every 5 years, 10 years, 100 years, ect.) rainfall accumulation amounts statically 

happen during a specified time period (i.e. 5 min, 1 hour, 24 hours, ect).  This method of 

depicting rainfall climatology helps to identify how rare any given rainfall event is, aiding in the 

situational awareness of the forecaster and alerting them to whether or not an event could 

potentially be extreme. The standard intervals for ARIs are: 1, 2, 5, 10, 25, 100, 500, and 1000 

years. Amounts for the ARI product can be given in years or inches and are usually given over 

time-periods of 1 h, 3 h, 6 h, and 24 h. An example for the ARI for 24 hours during Hurricane 

Harvey can be seen in Fig. 2. The 2019 FFaIR experiment provided fully-stitched grids for the 

CONUS, following the methodology discussed in Herman and Schumacher (2016).  

Flooded Locations and Simulated Hydrographs (FLASH) 

FLASH is a flash flooding forecast tool that utilizes MRMS data to produce high 

resolution (1 km/5 min) flash flood forecasts (Gourley et al. 2017 and ​FLASH Website​). “The 

primary goal of the FLASH project is to improve the accuracy, timing, and specificity of flash 

flood warnings in the US” (​FLASH Website​). It’s run at NOAA’s NSSL by a team comprised of 

both researchers and students in partnership with OU.  The FLASH system compares the MRMS 

data (radar-estimated only) to the NOAA Atlas 14 climatology data to create ARI forecasts for 

time periods as short as 5 min. However, the actual output product for the estimated rainfall 

ARIs are for 30 min and 1, 3, 6, 12, and 24 h (Gourley et al. 2017). The FLASH model was 

developed with an ensemble framework in mind, allowing it to ingest forcings from a wide 

range of data. Ensemble in this instance refers to multiple water balance concepts.  For 

example, the ​CREST hydrological model​ is used for the simulation of surface water fluxes 

(​FLASH Website​). Some output products from the FLASH model include, soil saturation (%) and 

discharge (m​3​ s​-1​). 
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Figure C.2. ​An example of a 24 hour ARI for Hurricane Harvey, valid from 00 UTC 27 Aug 2019 to 

00 UTC 28 Aug 2019. The pinks/purples are ARIs over 200 years while the darkest color (black) is an ARI 

greater than 1000 years. Image courtesy of ​https://metstat.com/real-time/ari/​. 

C.2 Operational and Experimental Models: Deterministic and Ensemble 

GFDL/EMC GFS-FV3, FV3-SAR, FV3-Nest 

GFS-FV3 (GFSv15.1) 

As part of the NWS’s effort to create a Unified Forecast System (UFS), various NOAA 

partners were tasked with the development of a new NOAA Global Model core; this will 

eventually replace the current operational GFS (hereafter GFS). In response the GFSv15, more 

commonly referred to as the GFS-FV3 (hereafter FV3), was developed. The main difference 

between the GFS and FV3 is the dynamical core (​GFS-FV3 EMC Documentation​ as of 20190405). 

The GFS uses a spectral dynamical core while the FV3 is run using a finite volume cubed-sphere 

dynamic core; for more information on this core ​click here​ or ​here​. The finite volume 

cubed-sphere dynamic core allows the model to be run using Stretched Grid Resolution thus 

allowing for the resolution of the model to be greater over regions of interest while also 

enabling the model to zoom in on smaller and smaller storm systems. Conversely, the 

resolution is then made coarser over the part of the global that NOAA is not concerned with. An 

example of the FV3 Stretched Grid can be seen in Fig. C.3. 
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Figure C.3: ​An example of the zooming capabilities of the FV3 using the Stretched Grid methodology and 

the difference in resolution over different parts of the global. The shading represents the horizontal 

resolution[km]. Image courtesy of ​NOAA Media Release​. 

The FV3, like the GFS, has a horizontal resolution of 13 km and 64 vertical levels. Its 

output is hourly up to 120 hours and 3 hourly after that up to 384 hours out. It includes the 

same packages as the GFS except for the following: Zhao-Carr microphysics was replaced with 

GFDL microphysics, an updated parameterization of ozone photochemistry with additional 

production and loss terms, a new parameterization of middle atmospheric water vapor 

photochemistry, a revised bare soil evaporation scheme, a modified convection scheme that 

reduces the excessive cloud top cooling that is seen in the GFS, and an updated stochastic 

physics package (​GFS-FV3 EMC Documentation​). Additionally there were modifications to the 

data assimilation process as well as changes in the output, post-processed fields and 

downstream products. Lastly, there were alterations to the vertical velocity, which is now 

outputted in m/s, and accumulated precipitation variables; see ​GFS-FV3 EMC Documentation 

for more detail of all the changes.  

FV3-SAR and FV3-Nest (experimental) 

“Over the past two years NOAA has developed a limited area modeling capability for the 

FV3 dynamic core that allows the model to run without the need for a simultaneously 

integrated global parent domain, thus opening new possibilities for convective-scale modeling 

with FV3.  This limited area capability is informally known as the Stand-Alone Regional (SAR)” - 

Jacob Carley, EMC.  The FV3-SAR therefore differs from the traditional “nested” model, as a 

“nested” model is run along with the parent global model (in this case FV3) and has a high 

computational cost. However, the FV3-SAR does not need to be run with its parent model. 

Instead it uses initial conditions from the 00 UTC FV3 run; this run also provides the lateral 
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boundary conditions (LBC) for the FV3-SAR, which are specified at a 3 hour interval. Both the 

FV3-SAR and FV3-Nest are currently being run at EMC over the same domain, as can be seen in 

Fig. C.4. Additionally, a comparison of the NAM-Nest and FV3-SAR can be seen in Fig. C.5.  

 

Figure C.4: ​The computational grid is in magenta while the output grid is in blue for both the FV3-SAR 

and the FV3-Nest. This is identical to what is used by the NAM-Nest and HRRR. Image courtesy of Jacob 

Carley at EMC.  

The FV3-SAR is being developed as part of the UFS goal for a high-resolution regional 

model. Eventually this regional model suite will replacement the NAM/RAP, the RAP/HRRR, and 

the SREF. The replacements include all their deterministic and ensemble forecasts, as well as 

their data assimilation capabilities (​UFS 2018​). An additional goal of the FV3-SAR is to replace 

poor performing members of the HREF with FV3-SAR members. This portion of the UFS plan is 

already underway, with EMC already running both the FV3-SAR and FV3-Nest models and 

comparing the runs on a regular basis. To help with the evaluation of the FV3-SAR and 

FV3-Nest, the experiment analyzed the forecasts from both models as well as compared them 

to one another and to the NAM-Nest. The FV3-SAR and Fv3-Nest domains are the 3 km 

horizontal grid across the CONUS  (​Nov2018 update​). The models were initialized at 00 UTC 

with forecasts out 60 h with output hourly. 

FV3-SAR-GSD (experimental) 

Preliminary testing is now underway for use of the FV3 core at convection allowing 

scales (referred to as convective allowing models; CAM).  The development and testing of 

FV3-based CAM-scale is currently being worked at EMC, GSD, NSSL, AOML and GFDL, as well as 

with other partners.  Part of this testing involves use of the FV3-SAR to facilitate CAM-scale 

development, including rapid-cycling data assimilation, that doesn’t require use of a global 
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domain and thus reducing the computational cost of the model.  GSD is producing a real-time 

experimental forecast, referred to as FV3-SAR-GSD,  at 00 UTC out to 36 hrs. The model uses 

identical boundary and initial conditions to that of GSD’s HRRRv4 experimental forecasts (see 

HRRRv4 section), but is integrated on the native FV3 gnomonic grid that covers only the CONUS 

domain of the HRRR with a nominal 3 km grid spacing.  The output is mapped to the HRRR 

lambert-conformal grid for post-processing.  Additionally, the FV3-SAR-GSD configuration uses 

the HRRRv4 physics suite through the Common Community Physics Package (CCPP) interface. 

No data assimilation is being applied within this forecast.  

 

Figure C.5: ​An example of a 29 h forecast of SLP and 1 h QPF from the NAM-Nest (left) and the FV3-SAR 

(right). The images are valid on 08 April 2019 at 1700 UTC.  Courtesy of Ben Blake’s ​webpage​ (EMC). 

ESRL High Resolution Rapid Refresh (HRRR)  

The 2019 FFaIR experiment evaluated two related components of the experimental 

HRRR:  the deterministic component of the system, HRRRv4, and the ensemble component of 

the system, HRRRE  (​TB-Documentation​).  The HRRR is updated hourly, and the 3-km grid 

spacing allows for explicit convention.  Whereas the operational HRRRv3 gets its initial 

conditions from the 13-km Rapid Refresh model (RAP), the experimental HRRRv4 get its initial 

conditions from the ensemble mean of the HRRRE analysis system (HRRRDAS).  Both HRRRv3 

and HRRRv4 get lateral boundary conditions from the RAP. Additionally, the initialization 

includes assimilation of 3 km radar data, with the radar data also being assimilated into the 

model every 15 min (​ESRL-HRRR​). 
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HRRRv4 (deterministic) 

The operational version of the HRRR model (HRRRv3) was implemented in late spring 

2018. As can be seen in Table C.1, the 00 UTC, 06 UTC, 12 UTC, and 18 UTC cycles of the 

HRRRv3 have a forecast length of 36 h (​TB-Documentation​ and ​Manikin 2018​), with all other 

hourly runs out to 18 h. The experimental version (HRRRv4) has increased forecast length to 48 

h for the 00 UTC, 06 UTC, 12 UTC, and 18 UTC cycles; refer to Table C.1.  For all other forecast 

cycles, the HRRRv4 runs out to 18 h like HRRRv3. Figure C.6 depicts the HRRRv4 forecast suite. 

Like HRRRv3, HRRRv4 has a 3 km grid that covers the entire CONUS and the vertical resolution 

remains unchanged as well.  The HRRRv4 also features the WRF-ARW as its core like HRRRv3, 

however the version of the WRF core has been updated to WRF-ARWv3.9.1. Other updates to 

the experimental version of the HRRR model include changes to the physics such as an 

improved land-surface/snow model, a lake model for small lakes and a MYNN PBL (Nakanishi 

and Niino PBL’s surface layer scheme; Nakanishi and Niino 2006 ) update for better sub-grid 

clouds, and improved EDMF (eddy diffusivity mass flux) mixing.  

There were also changes in the data assimilation (DA) for the model, with the HRRRv4 

DA including lightning data from GOES (GLM), aircraft and RAOB moisture observations above 

300 mb, and tropical cyclone central pressure estimates from TCvitals for improved position 

and structure of tropical systems. Furthermore there is the potential for some additional 

radiance data from GOES-16  (​TB-Documentation​). A storm-scale ensemble data assimilation 

system (HRRRDAS) is also being tested in the CONUS HRRRv4 that uses 36 hourly-cycled CONUS 

HRRR members with assimilation of conventional, radar and satellite observations through 

GSI-EnKF.  This system is designed to improve use of observations during the DA process with a 

better representation of meso-to-storm scale covariances when compared with the 

comparatively coarse GDAS used in HRRRv3.  The intended benefits of HRRRDAS are: more 

accurate retention and evolution of meso-to-storm scale features, particularly in the early 

forecast hours.  The HRRRDAS system also forms the basis for HRRR ensemble (HRRRE), which is 

described below. 

Changes were also made in the post-processing; for a full breakdown of common 

modifications for the HRRRv4 see Fig. C.7. This included addressing the overall warm bias in the 

2 m temperatures that is seen in the HRRRv3. Preliminary testing shows that although this bias 

is not completely corrected in version 4, the bias has been reduced (March 2019 ​update​). A full 

description of the HRRRv4 model can be found at: ​https://rapidrefresh.noaa.gov/hrrr/​. Finally, 

because HRRRv4 is considered experimental, part of the evaluation of the model included 

comparisons between the HRRRv4 and the HRRRv3.   
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Table C.1:​ The forecast length for each forecast cycle for the operational and experimental RAP and 

HRRR models; courtesy of ​TB-Documentation​. 

Model Cycle Forecast Length 

RAPv4/v5 04-08, 10-14, 16-20, 22-02 UTC 21 hrs 

RAPv4 (operational) 03, 09, 15, 21 UTC 39 hrs 

RAPv5 (experimental) 03, 09, 15, 21 UTC 51 hrs 

HRRRv3/v4 01-05, 07-11, 13-17, 19-23 UTC 18 hrs 

HRRRv3 (operational) 00, 06, 12, 18 UTC 36 hrs 

HRRRv4 (experimental) 00, 06, 12, 18 UTC 48 hrs 

 

 

 ​Figure C.6: ​The experimental HRRRv4 forecast suite provided by David Dowell. 
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Figure C.7: ​Chart of some of the common modification for HRRRv4; provided during the March 2019 

update​. 

HRRR Ensemble (HRRRE; experimental)  

As stated, in addition to the deterministic HRRRv4, the 2019 FFaIR Experiment also 

featured the experimental HRRR ensemble model (HRRRE), which saw an increase in its domain 

since the 2018 FFaIR experiment from half CONUS to full CONUS. Figures C6 and  

Fig. C.8a show the model domain of HRRRE examined in 2018. This domain did not cover the 

western portion of the CONUS, however, the HRRRE domain now encompasses the entire 

CONUS; see Fig. C.8b.  The HRRRE domain has 3 km horizontal grid spacing. In total, the model 

produces 36 HRRRE analyses and 9 HRRRE forecasts. Forecasts are provided three times a day, 

once at 00 UTC with a forecast length of 36 h, then again at 12 UTC with a forecast length of 24 

h and finally at 18 UTC with a forecast length of 18 h (​TB-Documentation​).  

The HRRRE used in the 2019 FFaIR Experiment was initialized daily from the GFS 

ensemble mean, the GFS Data-Assimilation Ensemble (GDAS) and the RAP/HRRR. The GDAS 

provides the atmospheric perturbations for the HRRRE while the RAP/HRRR models provide the 

land surface data.  There are 36 HRRRE members, all of which are cycled hourly with GSI-EnFK 

to assimilate convectional and radar-reflectivity observations (​Dowell et al. 2018a​, ​Dowell et al. 

2018b​ and ​TB-Documentation​).  The sources of spread are the result of: hourly DA (posterior 

inflation), lower boundary perturbations (soil moisture), lateral boundary perturbations, and 

stochastic parameter perturbations across most/all of the RAP/HRRR physics suite.  
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Figure C.8: ​The HRRRE model domain for (A) 2018 HRRRE and (B) 2019 HRRRE; courtesy ​of ​the March 

2019 ​update​. 

EMC Experimental High Resolution Ensemble Forecast (HREFv3) 

The HREFv3 is an experimental ensemble product run by EMC that is generated using 

multiple runs of operational and experimental CAMs with horizontal resolution of ~3 km. The 

HREFv3 membership differs from the operational HREF membership (which can be seen in 

Table C.2) consisting of 9 ensemble members instead of 10. Additionally, the experimental 

model included membership from the HRRR rather than the Hires W-NMMB model. The 

membership for HREFv3 can be seen in Fig. C.9 and consists of “the two most recent runs of the 

NAM CONUS nest, the HRRR, the two different HiresW ARW members, and just the 00Z cycle 

for the regional FV3 run (FV3-SAR). The time-lagged NAM and HRRR members are 6 h old, while 

the time-lagged HiresW members are 12 h old.  These time-lagged members are given less 

weight than the current cycle members: the 6 h old cycles are given 87.5% weighting while the 

12 h old cycles are given 75% weighting for computation of mean fields” (​Documentation from 

Matt Pyle​). The HREFv3 was run once daily at 00 UTC and forecast out 36 h.  

Various guidance and products were provided by EMC for the 2019 FFaIR Experiment 

from HREFv3. This includes probabilistic guidance such as neighborhood probabilities (Harless 

et al. 2010) of precipitation exceeding FFG, ARI, and various thresholds. The QPF exceedance 

probabilities were neighborhood probabilities computed over a 40 km radius for an array of 

thresholds and duration periods (i.e. probability of exceeding 4 inches in 6 h). Furthermore, the 

following forms of the ensemble mean precipitation were examined: the conventional mean, a 

full-domain probability matched (PMM; Ebert 2001) mean, a localized PM mean (LPMM; Clark 

2017 and Snook et al. 2019). An example of the 3 h QPF output using PMM and LPMM means 

can be seen in Fig. C.10.  
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Table C.2: ​The operational HREF (version 2.1) ensemble configuration as of 20190401 from 

https://www.spc.noaa.gov/exper/href/#​. Abbreviations are as follows: IC- initial conditions, LBC-lateral 

boundary conditions, PBL-Planetary Boundary Layer, and dx-horizontal grid size. 

 

 

Figure C.9: ​The HREFv3 ensemble membership which includes both a real-time and time-lagged member 
from: HiresW-ARW, NAM CONUS NEST-NMMB, HiresW-”mem2” ARW, and the HRRR-ARW; FV3-SAR only 

provides a real-time member. Image provided by Matt Pyle at EMC. 

Lastly, EMC tasked FFaIR to evaluate the capabilities of the SREF model  in comparison 

with HREFv3 and other ensemble models such as the HRRRE and the GEFS. The SREF is a Short 

Range Ensemble Forecast Model that has been run operationally since 2001 (McQueen et al. 

2004) and was developed to provide a short-range (0-3 days), multi-regional ensemble model. 

The model has been frozen, i.e. there will be no more updates to the model, and EMC is 

working towards turning off the model. However, until EMC knows that other models, such as 

the HREF and the GEFS, can provide the same utility to the forecast from the 0-3 day 
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time-period it will remain operational. To help with the process, FFaIR evaluated the utility of 

other ensemble members in comparison to the SREF.  During the experiment participants were 

asked to evaluate various ensemble models alongside the SREF for Day 1. Meanwhile, the FFaIR 

team performed an evaluation over Day 2 and Day 3.  

 

Figure C.10: ​Left: the 3 h QPF forecast calculated using the PM mean from the HREFv3, valid at 08 April 

2019 at 1200 UTC. Right: same as the left but the mean is calculated using the LPM method. Images 

courtesy of Matt Pyle.  

OU/CAPS Storm-Scale Ensemble Forecast (SSEF) 

The SSEF is an storm-scale ensemble model that is produced by the Center for Analysis 

and Prediction of Storms (CAPS) and has been tested at both the HWT and HMT for several 

years. The WRF-ARWv3.9.1.1 is used for the model membership that are 3DVAR-based and the 

EnKF, coupled with ARPSv5.4, bases. Meanwhile the 3.9_GSD WRF version is used for the 

members that are single-physics and stochastic-physics based (​2018 CAPS​). SSEF is run on a 3 

km grid across the CONUS and the initial and lateral boundary conditions vary depending on the 

member; see Table C.3.  Radial velocity and reflectivity data are assimilated into the SSEF as 

well as other available observations using the single-time (non-cycled) ARPS 3DVAR with 

complex cloud analysis system (​http://forecast.caps.ou.edu/​). The SSEF produces 60 h 

forecasts, though some of the membership only provide forecasts out 36 h, and is run at 00 

UTC.  For the 2019 FFaIR Experiment the SSEF consists of the 14 members listed in Table C.3. 

Additionally, the FFaIR experiment evaluated three individual members of the SSEF model, the 

member with Thompson physics (core_cnt1) the member with the Morrison physics (MP-2) and 

the member with the NSSL physics (MP-1) .  
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Table C.3​: ​OU/CAPS SSEFX configurations for 2019 HMT FFaIR. 

 

C.3 Other Experimental Forecast Tools 

In addition to evaluating the previously listed operational and experimental flood and 

model guidance, the 2019 FFaIR experiment examined the utility of a variety of other data 

spanning from machine learning to remote sensing products.  

Experimental ERO “First-Guess” Field Using Reforecast Data, ARIs, and Machine Learning 

The ERO “First-Guess” Field that was used and evaluated in the 2019 FFaIR experiment 

was developed by Greg Herman and Russ Schumacher at Colorado State University (CSU). It is a 

prediction system that utilizes a random forest (RF) machine learning algorithm (for more 

information in the algorithm refer to Appendix A in ​Herman and Schumacher 2018​).  A RF can 

be thought of as an ensemble of decision trees, where each individual tree makes a 

deterministic prediction about a predictand.   These are then put together as an ensemble and 
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the relative frequencies of the predictand outcome are used to create a probabilistic forecast. 

The goal of the RF method is to have a large set of decision trees that are uncorrelated which 

can be used to train the model. “One of the most powerful aspects of machine learning 

algorithms—and RFs in particular—is finding patterns and nonlinear interactions in the supplied 

training data” (Herman and Schumacher 2018).  A large and diverse dataset allows the RF 

algorithm to diagnose and correct model bias automatically by incorporating information about 

not just QPF but how other atmospheric ingredients influence the precipitation forecast.  

The CSU ERO “First-Guess” model uses RF to train the model to probabilistically predict 

excessive rainfall (defined here as either a 2 year NOAA 14-based ARI exceedance or a flash 

flood report) for Days 1-3 across the CONUS. These probabilities are based on a record of 

comparisons between historical model forecasts and precipitation observations. A general 

overview of how the process works can be seen in Fig. C.11.  Since ARIs vary significantly 

depending on were in the CONUS a gridpoint is located, the CONUS was divided into eight 

regions, with the model trained separately for each of these regions. 

Two different versions of the of the machine learning model were evaluated during the 

2019 FFaIR experiment. The first model, which was referred to as NSSL-WRF based, is trained 

using the NSSL-WRF; this is also used for its real-time input. This version of the “First-Guess” 

Field produces a Day 1 forecast for a 24 h period from 12-12 UTC, a 6 h period from 18-00 UTC, 

and a 6 h period from 00-06 UTC; an example of a Day 1 ERO “First Guess” forecast can be seen 

in Fig. C.12. The other version of the model, GEFS/O,  is trained using the GEFS/R (Global 

Ensemble Forecast System Reforecast)  and uses the operational GEFS for its real-time input. 

The GEFS/O based ERO fields produce a forecast for Days 1-3, however, only the Day 1 field was 

evaluated during FFaiR this year. The Day 2 and Day 3 forecasts were evaluated at last year’s 

FFaIR and deemed ready for operations and are currently being used in operations at the WPC. 
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Figure C.11: ​A simple schematic of the forecast process for the ERO “First-Guess” model. Forests from 

various models, such as the GEFS/R, are taken, assembled across fields, space and time to form a training 

matrix. Past observations are used to associate a label with each forecast initialization, i.e. the forecast 

day. The training matrix then is preprocessed using Principal Component Analysis (PCA) and then the 

matrix becomes the input for the ML algorithms. From here, the ARI exceedance probabilities can be 

generated; image courtesy of Herman and Schumacher (2018). 

 

Figure C.12: ​An example of the Day 1 ERO forecast from: (left) the NSSL-WRF based CSU “First Guess” 

model and (right) the Weather Prediction Center (WPC). Both are valid for the 24 h period ending on 24 

July 2018 at 1200 UTC. Image provided by Russ Schumacher at CSU.  
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CIRA Layer Precipitable Water and Model Difference Products 

The Cooperative Institute for Research in the Atmosphere (CIRA) at CSU recently 

developed a satellite-derived product to examine column and layer precipitable water (PW). 

The Advected Layer Precipitable Water (ALPW) is derived over for four layers: sfc-850 mb, 

850-700 mb, 700-500 mb, and 500-300. This product is from a combination of passive 

microwave water vapor profile soundings from seven spacecraft (Suomi-NPP, NOAA-19/20, 

Metop-A/B, and DMSP F-17/18) and the GFS model winds. These products help forecasters 

determine the depth of water vapor, especially in the mid- to upper-levels, to determine if 

moisture is available to enhance precipitation. CIRA also created a total column product, TPW, 

that is currently operational throughout the NWS. Real-time animations of the ALPW and TPW 

can be found ​here​.  

Both the ALPW and TPW products have been part of the FFaIR experiment since 2017. 

However, CIRA is currently developing a new version of the TPW product. The operational TPW 

product, referred to as the Blended Total Precipitable Water (BTPW), provides hourly fields of 

TPW derived from polar orbiter microwave retrievals and surface-based GPS measurements. It 

does not currently use GOES-16 data. On the other hand, the new product that was tested, 

referred to the Merged TPW, uses advected polar orbiting microwave retrievals in combination 

with GOES-16 TPW, which is overlaid in clear regions. A comparison of the BTPW and the 

Merger TPW products can be found in Fig. C.13. The Merged TPW version 1.0 product is 

updated every hour at approximately 50min past the hour. The experimentalMerged TPW v1.0 

was evaluated during this year’s FFaIR experiment and was also compared to the operational 

BTPW to help determine its utility and forecaster preference.  

Lastly, like in previous FFaIR experiments model water vapor difference products was 

also used/evaluated.  Model Layer Precipitable Water (LPW) products are derived from model 

water vapor profiles over the same layers as the observed products. These profiles are then 

compared against the observed ALPW products and a difference field is created. This allows 

forecasters to identify regions where the model is over/underestimating the water vapor. 

During the experiment only HRRR model derived products were evaluated. CIRA provided the 

difference fields of the 1 h HRRR forecast from the ALPW for the four layers listed previously. 

An example of the difference fields can be seen in Fig. C.14 and real-time can be found ​here​.  
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Figure C.13:​ ​An example of the two CIRA TPW products that will be compared during the 2019 FFaIR 

experiment valid at 0700 UTC on 8 March 2019: (a) the NOAA operational BTPW product and (b) the 

experimental Merged TPW v1.0; image courtesy of John Forsythe.  

 

Figure C.14:​ ​Operational HRRR 3 h forecast layer precipitable water minus CIRE LPW (mm) valid at 1500 

UTC on 11 July 2018; image courtesy of John Forsyth .  
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Appendix D 

WPC MODE Settings for the Objective Verification 
 

● 36 HR & 24 HR QPF verified against MRMS-GC QPE 

○ 00/12 UTC forecast cycle used 

○ Both QPF and QPE re-gridded to a common 5km lat/lon grid 

○ CONUS mask applied to common grid 

○ Thresholds of 0.5”, 1.0”, 2.0”, 4.0” and 6.0” investigated 

● MODE and Configuration File Settings 

○ Grid stats harvested from MODE CTS 

○ Circular convolution radius of 5 grid squares used 

○ Double thresholding technique applied 

○ Area threshold of 50 grid squares to keep an object 

○ Total interest threshold for determining matches = 0.6 
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